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In this dissertation, we explore a class of unifying and scalable algorithms for a number of submodular optimization problems, and connect them to several machine learning applications. These optimization problems include,

1. Constrained and Unconstrained Submodular Minimization,
2. Constrained and Unconstrained Submodular Maximization,
3. Difference of Submodular Optimization
4. Submodular Optimization subject to Submodular Constraints

The main focus of this thesis, is to study these problems theoretically, in the light of the machine learning problems where they naturally occur. We provide scalable, practical and unifying algorithms for all the above optimization problems, which retain good theoretical guarantees, and investigate the underlying hardness of these optimization problems. We also study natural subclasses of submodular functions, along with theoretical constructs, which help connect theory to practice by providing tighter worst case guarantees. While the focus of this thesis is mainly theoretical, we also empirically demonstrate the applicability of these techniques on several synthetic and real world problems.
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Chapter 1

INTRODUCTION

1.1 Submodular Functions

Having been known as a key structural property for problems in combinatorial optimization, economics, operations research, and game theory, submodularity is gaining popularity in a large number of areas. Along with its natural connection to many application domains, it also admits a number of interesting theoretical characterizations. Submodular functions are a special class of discrete set functions, defined on the Boolean lattice $[0, 1]^n$. Formally given a ground set $V = \{1, 2, \cdots, n\}$, a function $f : 2^V \rightarrow \mathbb{R}$ is submodular if,

$$f(S) + f(T) \geq f(S \cap T) + f(S \cup T), \forall S, T \subseteq V.$$ \hfill (1.1)

One can define the gain of adding an item $j$ to a set $S$, as,

$$f(j|S) \triangleq f(S \cup j) - f(S)$$ \hfill (1.2)

An equivalent definition of submodularity, is that $f$ is submodular if and only if

$$f(j|S) \geq f(j|T) \text{ for all } S \subseteq T \text{ and } j \notin T.$$ \hfill (1.3)

The function $f$ is monotone iff $f(j|S) \geq 0, \forall j \notin S, S \subseteq V$. Moreover, if the inequalities in Eqns (1.1) and (1.3) occur as equalities, the function $f$ is modular. In other words, a modular function satisfies $f(X) = f(\emptyset) + \sum_{i \in X} f(i)$. Furthermore, a set function $f$ is supermodular, if the set function $g(X) = -f(X)$ is submodular. Through the rest of this thesis, we shall also assume without loss of generality that $f(\emptyset) = 0$.

Submodular Functions are a rich class of set functions, for which many otherwise intractable discrete optimization problems become easy to solve or approximate. Akin to convexity,
what makes this class interesting is the existence of optimal and near optimal algorithms for submodular function minimization and maximization. Besides having nice theoretical properties, submodular functions also naturally arise in many real world applications.

1.2 Submodularity in Machine Learning

Though combinatorial problems abound in machine learning and a number of application domains, the role of submodular functions in machine learning is much less well understood than that of convex functions. In particular, while convex optimization has found enormous applicability in machine learning, submodularity is still only beginning to show broad applicability in machine learning and its applications. Moreover, work on submodular optimization in the optimization and operations research literature has been largely unaware of unique problems arising in machine learning and its applications. Therefore, existing standard algorithms do not exploit certain variants of the submodular problems arising in machine learning. In this dissertation, we shall investigate theoretical constructs, and provide unifying and scalable algorithms for several natural submodular optimization problems occurring in machine learning applications.

The general problem of machine learning, is to construct fitting models for making predictions based on some observed data. To be precise, denote $x$ as the input (which could be defined via a set of features) and $y \in \mathcal{C}$ be a structured output representation (it could denote, for example, sets, matchings, cuts or paths etc). The task is to find a model $f(x; y; \Lambda)$, where $\Lambda$ denotes a set of parameters. Hence, the prediction problem, which is also called inference, involves optimizing (either minimizing or maximizing, depending on whether $f$ is a score function or a loss function) the function $f(x; y; \Lambda)$ over the set $\mathcal{C}$. The function $f$ could either be a discriminant function (non probabilistic), or could be a probabilistic of the form, $f(x; y; \Lambda) = p(y|x; \Lambda)$. In this dissertation, we assume that the output space $y$ is binary – i.e can be represented as a set $Y \subseteq V = \{1, 2, \cdots, n\}$, and is structured. $y$, equivalently $Y$, could represent for example, a set, a matching in a graph, an s-t cut or a s-t path etc. Correspondingly, $\mathcal{C}$ could represent a set of sets, a set of matchings, cuts, paths etc. Since $|\mathcal{C}|$
is exponential, a naïve search would clearly be infeasible.

Many machine learning problems occur as subset selection problems, and thereby fit the problem description above. These include, for example, news, document or image summarization, where one wants to find a subset representing a summary of the data. Similarly, in the problem of sensor placement, one wants to find a subset of locations to place sensors. Image segmentation, involves finding a subset of foreground pixels, while the problems of training data subset selection and active learning, involve finding subsets of training data to train classifiers. Many these problems can naturally be modeled as submodular optimization problems.

Submodular functions offer a rich class of expressive models for many of these machine learning problems. They have a unique property of enabling complex interactions between the objects, while simultaneously retaining guarantees for inference. They occur in applications, either as probabilistic point processes, like the pairwise Markov Random Fields (also called Ising models) [Geman and Geman, 1984] and Determinantal Point Processes [Kulesza and Taskar, 2012, Macchi, 1975], or as discriminant functions [Lin and Bilmes, 2011c, 2010, Tschiatschek et al., 2014, Simon et al., 2007, He et al., 2012, Jegelka and Bilmes, 2011d] – i.e directly modeled as loss or score functions in applications. Submodular functions naturally model two interesting phenomena: they capture notions of cooperation between items [Jegelka and Bilmes, 2011d, Boykov and Kolmogorov, 2004], and simultaneously model aspects of coverage and diversity [Lin and Bilmes, 2011c, 2010, Kulesza and Taskar, 2012]. The former property is due to the diminishing returns property and subadditivity, since the cumulative cost of a sum of items, is less than the sum of the individual costs of items (i.e a submodular function \( f \) satisfies \( f(X) \leq \sum_{j \in X} f(j) \). This is often very realistic in modeling costs between items, since more the number of items one buys, larger discount in the price. This property is also called economies of scale. The flip side of submodularity, is in relation to modeling diversity and coverage. This follows, because natural models for coverage like set-cover function, and diversity in the form of similarity penalizing functions or determinantal point processes, are either submodular or closely related to submodularity [Lin and Bilmes, 2011c,
Kulesza and Taskar, 2012]. Hence submodular functions provide a rich class of models for these very important and challenging machine learning applications.

1.3 Optimization Problems related to Submodular Functions

In this dissertation, we investigate five classes of optimization problems related to submodular functions. The first two problems are minimization and maximization problems of the following form:

\[
\text{Problem 1: } \arg\min_{X \in \mathcal{C}} f(X), \quad \text{Problem 2: } \arg\max_{X \in \mathcal{C}} f(X) \tag{1.4}
\]

where \( f : 2^V \to \mathbb{R} \) is a submodular set function, and \( \mathcal{C} \subseteq 2^V \) is a family of feasible solution sets. The set \( \mathcal{C} \) could express, for example, that solutions must be an independent set in a matroid, a limited budget knapsack, or a cut (or spanning tree, path, or matching) in a graph. Both these problems occur naturally in applications. Submodular minimization is natural in applications when one wants to model notions of cooperation, attraction and algorithmic complexity. Examples of this include image segmentation and denoising in computer vision. Similarly applications where submodular maximization is natural, is when one wants to capture diversity, coverage and value of information. Examples of these problems include data summarization, feature selection and sensor placement.

Sometimes, one might want to simultaneously model diversity or coverage and cooperation. In this case, it is natural to consider formulations for simultaneously minimizing one submodular function, while maximizing another. The last three optimization problems address this. The third optimization problem involves minimizing the difference between submodular functions. Given two submodular functions \( f \) and \( g \), and a set function \( v(X) \triangleq f(X) - g(X) \), consider the optimization problem:

\[
\text{Problem 3: } \arg\min_{X \subseteq V} [v(X)] \equiv \arg\min_{X \subseteq V} [f(X) - g(X)]. \tag{1.5}
\]

Observe that minimizing the difference of submodular functions, is equivalent to to maximizing the difference of submodular functions. In particular, note that minimizing \( v(X) \) (Problem 3)
is equivalent to maximizing $-v(X)$, which is again a difference of submodular functions:

$$\text{Problem 3': } \arg\max_{X \subseteq V} [-v(X)] \equiv \arg\max_{X \subseteq V} [g(X) - f(X)]$$

(1.6)

This formulation is natural in applications where one wants to simultaneously maximize one submodular function (say, diversity, coverage or information) while minimizing another (say, cooperation or algorithmic complexity). Furthermore, a number of combinatorial optimization problems can naturally be expressed as a difference of submodular functions. In fact, as we shall show, every set function optimization problem is expressible as a difference of submodular functions.

Finally, we consider two new optimization problems:

Problem 4: $\min \{f(X) \mid g(X) \geq c\}$, and Problem 5: $\max \{g(X) \mid f(X) \leq b\}$, (1.7)

where $f$ and $g$ are submodular functions, and where $b$ and $c$ refer to budget and cover parameters respectively. The corresponding constraints are called the submodular cover [Wolsey, 1982] and submodular knapsack [Atamtürk and Narayanan, 2009] respectively and hence we refer to Problem 4 as Submodular Cost Submodular Cover (henceforth SCSC) and Problem 5 as Submodular Cost Submodular Knapsack (henceforth SCSK). Note that, Problems 4 and 5 are a special case of Problems 1 and 2, where the constraints $C$ are themselves defined via submodular functions. Moreover, both these problems are closely related to Problem 3, which can be seen as a Lagrangian form of both problems. Similar to Problem 3, the motivation for Problems 4 and 5 stems from problems that require minimizing a certain submodular function $f$ while simultaneously maximizing another submodular function $g$. In many of these applications, one of the submodular functions naturally occurs as a constraint, and hence Problems 4 and 5 are fitting models.

This thesis aims to investigate unifying algorithms and theoretical results for each of the above optimization problems. We also motivate all of them by several machine learning applications, and empirically demonstrate the applicability of our techniques.
1.4 Important Properties of Submodular Functions

In this section, we define some of the properties which we shall repeatedly use through this thesis. Several of these ideas depend on the intimate connection between submodularity, convexity and concavity, which we investigate in detail in Chapter 2.

Similar to convexity, submodular functions have a number of desirable properties, which ensures that several transformations are submodular. For a more elaborate description of the properties of submodular functions, refer to [Fujishige, 2005].

Proposition 1.1. If $f$ is submodular then the following are also submodular:

- **Complement:** $g(X) \triangleq f(V \setminus X)$

- **Truncations:** $g(X) \triangleq \min(f(X), c)$ where $c$ is a constant, $f$ is monotone submodular.

- **Min of two Submodular functions:** $h(X) \triangleq \min(f(X), g(X))$, if $m(X) = f(X) - g(X)$ is monotone submodular.

- **Scalar Multiplication:** $g(X) \triangleq cf(X)$ where $c$ is a non-negative constant.

- **Subset Minimum:** $g(X) \triangleq \min_{Y \subseteq X} f(Y)$

- **Superset Minimum:** $g(X) \triangleq \min_{Y \supseteq X} f(Y)$

- **Fixed Set Intersection:** $g(X) \triangleq f(X \cap Y)$ where $Y$ is some fixed set.

- **Fixed Set Union:** $g(X) \triangleq f(X \cup Y)$ where $Y$ is some fixed set.

- **Mixtures of submodular functions:** If $f_1, f_2, \cdots, f_m$ are $m$ submodular functions, the mixture function, $g(X) = \sum_{i=1}^{m} \lambda_i f_i(X)$, where $\lambda_i \geq 0$, is submodular.
Submodular functions have been strongly associated with convex functions, to the extent that submodularity is often regarded as the discrete analog of convexity [Fujishige, 2005]. This relationship is evident by the fact that submodular function minimization is easy, in that there exist strongly polynomial time algorithms which achieve it. This is akin to convex minimization which is also easy. In addition, submodular functions also admit a natural convex extension, known as the Lovász extension, which is easy to evaluate [Lovász, 1983] and optimize. We investigate these connections in detail throughout this thesis, and particularly in Chapter 2.

Submodular functions also have some properties, which are unlike convexity, but perhaps more akin to concavity. Submodular function maximization is known to be NP hard. However, there exist a number of constant factor approximation algorithms, based on simple greedy or local search heuristics [Feige et al., 2011b, Lee et al., 2009a, Nemhauser et al., 1978], and some recent continuous approximation methods [Chekuri et al., 2011, Feldman et al., 2011]. This is unlike convexity where maximization can be hopelessly poor. Furthermore, submodular functions have a diminishing returns property which is akin to concavity, and concave over modular functions, sometimes called decomposable functions [Stobbe and Krause, 2010], are known to be submodular.
1.4.1 Discrete Semi-gradients:

Convex functions naturally have subgradients (linear lower bounds), while concave functions have supergradients (linear upper bounds) – shown in Figure 1.3. Submodular functions have both sub and super gradients. While the subgradients of submodular functions were known and studied [Fujishige, 2005], we show that they also form linear upper bounds and supergradients. We investigate the properties of the semigradients and semidifferentials in Chapter 2.

**Subdifferential:** The subdifferential $\partial_f(Y)$ of a submodular set function $f : 2^V \rightarrow \mathbb{R}$ for a set $Y \subseteq V$ is defined [Fujishige, 2005], analogously to the subdifferential of a continuous convex function:

$$\partial_f(Y) = \{ y \in \mathbb{R}^n : f(X) - y(X) \geq f(Y) - y(Y) \text{ for all } X \subseteq V \}$$ (1.8)

For a vector $x \in \mathbb{R}^V$ and $X \subseteq V$, we write $x(X) = \sum_{j \in X} x(j)$ — in such case, we say that $x$ is a normalized *modular* function.

We shall denote a subgradient at $Y$ by $h_Y \in \partial_f(Y)$. The extreme points of $\partial_f(Y)$ may be computed via a greedy algorithm: Let $\sigma$ be a permutation of $V$ that assigns the elements in $Y$ to the first $|Y|$ positions ($\sigma(i) \in Y$ if and only if $i \leq |Y|$).

Each such permutation defines a chain with elements $S_0^\sigma = \emptyset$, $S_i^\sigma = \{\sigma(1), \sigma(2), \ldots, \sigma(i)\}$ and $S_{|Y|}^\sigma = Y$. This chain defines an extreme point $h_Y^\sigma$ of $\partial_f(Y)$ with entries (see figure 1.2 for an illustration)

$$h_Y^\sigma(\sigma(i)) = f(S_i^\sigma) - f(S_{i-1}^\sigma).$$ (1.9)

**Superdifferentials:** We can also define superdifferentials $\partial^I(Y)$ of a submodular function [Jegelka and Bilmes, 2011d, Iyer and Bilmes, 2012a, Iyer et al., 2013b] at $Y$:

$$\partial^I(Y) = \{ y \in \mathbb{R}^n : f(X) - y(X) \leq f(Y) - y(Y); \text{for all } X \subseteq V \}$$ (1.10)
Figure 1.2: Illustration of the chain of sets and permutation $\sigma$

Figure 1.3: Illustrating the supergradients $\hat{g}, \breve{g}$ and $\bar{g}$.

We denote a generic supergradient at $Y$ by $g_Y$. It is easy to show that the polyhedron $\partial I$ is non-empty. We define three special supergradients $\hat{g}_Y, \breve{g}_Y$ and $\bar{g}_Y$ as follows:

\[
\begin{align*}
\hat{g}_Y(j) &= f(j \mid V \setminus \{j\}) \\
\breve{g}_Y(j) &= f(j \mid Y \setminus \{j\}) \\
\bar{g}_Y(j) &= f(j \mid V \setminus \{j\}) \\
\hat{g}_Y(j) &= f(j \mid Y) \\
\breve{g}_Y(j) &= f(j \mid \emptyset) \\
\bar{g}_Y(j) &= f(j \mid \emptyset)
\end{align*}
\]

for $j \in Y$, for $j \notin Y$.

We use these gradients to provide scalable optimization algorithms for all the optimization problems considered in this thesis.
1.4.2 Continuous extensions of submodular functions:

We investigate the Lovász extension [Lovász, 1983] and the multi-linear extension [Calinescu et al., 2011] as surrogates for many submodular optimization problems.

**Convex relaxations:** The Lovász extension [Lovász, 1983] reveals a connection between submodularity and convexity. Any vector \( y \in [0, 1]^n \), defines a permutation \( \sigma_y \) induced by ordering its elements in non-increasing order, and correspondingly a chain of sets \( S_0^{\sigma_y} \subseteq \ldots \subseteq S_n^{\sigma_y} \), with \( S_j^{\sigma_y} = \{\sigma_y(1), \ldots, \sigma_y(j)\} \) for \( j \in \{1, 2, \ldots, n\} \). The Lovász extension \( \tilde{f} \) of \( f \) is defined [Lovász, 1983] as:

\[
\tilde{f}(y) = \sum_{j=1}^n y[\sigma_y(j)](f(S_j^{\sigma_y}) - f(S_{j-1}^{\sigma_y})) \tag{1.12}
\]

The Lovász extension is convex if and only if \( f \) is submodular. Even though \( \sigma_y \) might not be unique (there might be many orderings if \( y \) has duplicate entries) the Lovász extension is unique. Since it agrees with \( f \) on the vertices of the hypercube, \( f(X) = \tilde{f}(1_X), \forall X \subseteq V^1 \), \( \tilde{f} \) is a natural convex extension of a submodular function. The Lovász extension is a non-smooth (piece-wise linear) convex function for which a subgradient \( h_{\sigma_y}^f \) can be computed efficiently for each \( y \in [0, 1]^n \) via Edmonds’s greedy algorithm [Edmonds, 1970]:

\[
h_{\sigma_y}^f(\sigma_y(j)) = f(S_j^{\sigma_y}) - f(S_{j-1}^{\sigma_y}), \forall j \in \{1, 2, \ldots, n\} \tag{1.13}
\]

It is not hard to see then that, \( \tilde{f}(w) = \langle h_{\sigma_y}^f, w \rangle \) is a piece-wise linear function.

**Multilinear relaxations:** For maximization problems, a commonly used continuous relaxation is the multilinear extension, which can be defined for any set function \( f \) as:

\[
\tilde{f}(x) = \sum_{X \subseteq V} f(X) \prod_{i \in X} x_i \prod_{i \not\in X} (1 - x_i). \tag{1.14}
\]

The multilinear extension has particularly nice properties when the set function \( f \) is submodular. In particular, \( \frac{\partial \tilde{f}}{\partial x_i} \geq 0 \) iff \( f \) is monotone and \( \frac{\partial^2 \tilde{f}}{\partial x_i \partial x_j} \leq 0 \) iff \( f \) is submodular. This implies

\[1\] where \( 1_X \) is the characteristic vector of \( X \), i.e., \( 1_X(j) = I(j \in X) \)
that for a non-decreasing set function, \( \tilde{f} \) is increasing along any positive direction, and for a submodular function, \( \tilde{f} \) is concave along any non-negative direction. The gradient of the multilinear extension can be obtained as:

\[
\nabla_j \tilde{f}(x) = \frac{\partial \tilde{f}}{\partial x_j} = \tilde{f}(x \lor e_j) - \tilde{f}(x \lor e_j - e_j).
\]

(1.15)

where \( e_j \) satisfies \( e_j(j) = 1, e_j(i) = 0, i \neq j \), and \( \{x \lor y\}(i) = \max(x(i), y(i)) \). This gradient can be computed in \( O(n) \) evaluations of \( \tilde{f} \).

Concave relaxations: Submodular functions also admit a concave relaxation, which can be defined in the following manner. Instead of taking a particular distribution (as in the case of the multilinear extension), define a continuous extension as the supremum over all valid distributions,

\[
\hat{f}(x) = \max \left\{ \sum_{X \subseteq V} p(X)f(X), \ p \in \Delta_x \right\}
\]

(1.16)

where \( \Delta_x = \{p \in [0,1]^{|V|} : \sum_X p_X = 1, \forall j \in V, \sum_{X:j \in X} p_X = x_j\} \). Note that the multilinear extension is defined via a specific choice of \( p_X = \prod_{i \in X} x_i \prod_{j \notin X}(1 - x_j) \). The resulting function \( \hat{f}(x) \) is concave and a valid continuous extension, and hence a concave extension of \( f \). Unfortunately, this extension is NP-hard to evaluate [Vondrák, 2007].

1.5 Structural Properties of Submodular Function

Since many of the worst case guarantees are often much more pessimistic compared to the ones we observe in practice, it means that these lower bounds are specific to rather contrived classes of functions, whereas much better results can be achieved in many practically relevant cases. Given the increasing importance of submodular functions in machine learning, these observations beg the question of qualifying and quantifying properties that make sub-classes of submodular functions more amenable to learning and optimization. In this thesis, we take additional steps towards solving these problems, by investigating several theoretical characterizations and parameters, which provide better connections between theory and practice - the curvature, monotonicity ratio and the submodularity ratio.
1.5.1 Curvature

This construct concerns monotone submodular functions. While this class of functions often admits better guarantees compared to the general class of submodular functions, the worst case bounds for many problems are still quite bad (for example, polynomial factors of $O(\sqrt{n})$ in certain cases). We refine these bounds via a generic notion of curvature [Conforti and Cornuejols, 1984, Vondrák, 2010, Iyer et al., 2013a] – the deviation from modularity – of a monotone submodular function. This quantity provides improved bounds for both minimization and maximization problems. Though the concept of curvature has been used to tighten bounds for submodular maximization problems [Conforti and Cornuejols, 1984, Vondrák, 2010], its effect on minimization problems has been open. Our results complete a unifying picture of the effect of curvature on submodular problems. Moreover, curvature is still a fairly generic concept, as it only depends on the marginal gains of the submodular function, while simultaneously allowing for a smooth transition between the ‘easy’ functions and the ‘really hard’ subclasses of monotone submodular functions.

Without loss of generality, assume that $f(j) > 0$ for all $j \in V$. This follows since, if there exists an element $j \in V$ such that $f(j) = 0$, we can safely remove element $j$ from the ground
set, since for every set $X$, $f(j|X) = 0$ (from submodularity), and including or excluding $j$ does not make any difference to the cost function. We define a number of variants of the curvature.

\[
\kappa_f = 1 - \min_{j \in V} \frac{f(j|V \setminus i)}{f(j)}, \quad \kappa_f(S) = 1 - \min_{j \in S} \frac{f(j|V \setminus j)}{f(j)}.
\] (1.17)

The first notion of curvature $\kappa_f$ is the worst case curvature of a set function, and correspondingly is the weakest notion. This notion of curvature has been used in several papers on submodular optimization [Conforti and Cornuejols, 1984, Vondrák, 2010, Iyer et al., 2013a]. The curvature $\kappa_f(S)$ is slightly stronger, and is defined with respect to the set $S$. We also define two additional notions of curvature at a set $S$.

\[
\hat{\kappa}_f(S) = 1 - \frac{\sum_{j \in S} f(j|S \setminus j)}{\sum_{j \in S} f(j)}, \quad \tilde{\kappa}_f(S) = 1 - \min_{T \subseteq V} \frac{f(T|S) + \sum_{j \in S \cap T} f(j|S \cup T \setminus j)}{f(T)}
\] (1.18)

Rather than the minimum used in $\kappa_f(S)$, if we take the average, we obtain the average curvature $\hat{\kappa}_f(S)$. Finally, $\tilde{\kappa}_f(S)$ is a version of curvature defined in [Vondrák, 2010]. These different forms of curvature are closely related.

**Proposition 1.2.** For any monotone submodular function and set $S \subseteq V$,

\[
0 \leq \hat{\kappa}_f(S) \leq \kappa_f(S) \leq \tilde{\kappa}_f(S) \leq \kappa_f(V) = \kappa_f \leq 1
\] (1.19)

Note that $\hat{\kappa}_f(S)$ is the tightest notion of curvature, followed by $\kappa_f(S)$, and then $\tilde{\kappa}_f(S)$, and finally $\kappa_f$ which is the worst case, and weakest notion. These different notions of curvature appear in a number of bounds related to various submodular optimization problems. A modular function has curvature $\kappa_f = 0$, and a matroid rank function has maximal curvature $\kappa_f = 1$.

**Proof.** It is easy to see that all these notions of curvature are between zero and one. To show
that $\kappa_f(S) \leq \tilde{\kappa}_f(S)$, note that,

$$1 - \tilde{\kappa}_f(S) = \min_{T \subseteq V} \frac{f(T|S) + \sum_{j \in S \cap T} f(j|S \cup T \setminus j)}{f(T)}$$

$$\leq \min_{T \subseteq V : |T| = 1} \frac{f(T|S) + \sum_{j \in S \cap T} f(j|S \cup T \setminus j)}{f(T)}$$

$$\leq \min \left\{ \min_{j \in S} \frac{f(j|S \setminus j)}{f(j)}, \min_{j \in S} \frac{f(j|S)}{f(j)} \right\}$$

$$\leq \min_{j \in S} \frac{f(j|S \setminus j)}{f(j)}$$

$$\geq 1 - \kappa_f(S)$$

We then prove that $\tilde{\kappa}_f(S) \leq \kappa_f(S)$. Note that,

$$1 - \kappa_f(S) = \min_{j \in S} \frac{f(j|S \setminus j)}{f(j)}$$

$$\leq \frac{f(j|S \setminus j)}{f(j)}, \forall j \in S$$

Also,

$$1 - \tilde{\kappa}_f(S) = \frac{\sum_{j \in S} f(j|S \setminus j)}{\sum_{j \in S} f(j)}$$

$$\geq \frac{\sum_{j \in S} (1 - \kappa_f(S)) f(j)}{\sum_{j \in S} f(j)}$$

$$\geq 1 - \kappa_f(S)$$

Hence, $\tilde{\kappa}_f(S) \leq \kappa_f(S)$.

Finally, we show that $\tilde{\kappa}_f(S) \leq \kappa_f$. In order to show this, note that,

$$1 - \kappa_f(S) = 1 - \min_{T \subseteq V} \frac{f(T|S) + \sum_{j \in S \cap T} f(j|S \cup T \setminus j)}{f(T)}$$

(1.20)
Let $\tilde{T}$ be the set which obtains the minimum above. Hence,

$$1 - \hat{\kappa}_f(S) = 1 - \frac{f(\tilde{T}|S)}{f(T)} + \sum_{j \in S \cap \tilde{T}} f(j|S \cup \tilde{T} \setminus j)$$  \hspace{1cm} (1.21)

$$\geq \frac{\sum_{j \in T \setminus S} f(j|S \cup T \setminus j) + \sum_{j \in S \cap \tilde{T}} f(j|S \cup \tilde{T} \setminus j)}{f(T)}$$  \hspace{1cm} (1.22)

$$\geq \frac{\sum_{j \in \tilde{T}} f(j|S \cup \tilde{T} \setminus j)}{f(T)}$$  \hspace{1cm} (1.23)

$$\geq \frac{\sum_{j \in \tilde{T}} f(j|V \setminus j)}{\sum_{j \in \tilde{T}} f(j))}$$  \hspace{1cm} (1.24)

$$\geq \min_{j \in V} \frac{f(j|V \setminus j)}{f(j)}$$  \hspace{1cm} (1.25)

$$\geq 1 - \kappa_f$$  \hspace{1cm} (1.26)

Hence proved.

Many practically interesting functions have smaller curvature and (as we show) admit better worst case guarantees, a fact that also has been observed in practice [Iyer et al., 2013b, Lin and Bilmes, 2011c]. An example for such functions with $\kappa_f < 1$, is the class of concave over modular functions, used e.g., in applications for speech [Lin and Bilmes, 2011c], and computer vision [Jegelka and Bilmes, 2011d]. This class comprises, for instance, functions of the form $f(X) = \sum_{i=1}^{k} (w_i(X))^a$, for some $a \in [0, 1]$ and a non-negative weight vectors $w_i$. Sometimes these functions are defined over clusters, in which case, the weights $w_i$ are restricted to a cluster $C_i \subseteq V$ [Lin and Bilmes, 2011c, Jegelka and Bilmes, 2011d, Iyer and Bilmes, 2012b]. We shall see that this class of functions, as well as many others, can provably be better approximated and minimized than general submodular functions, thanks to the characterization of the curvature of a submodular function.

1.5.2 Monotonicity Ratio

We next investigate the class of general (non-monotone) submodular functions. These problems are often harder than the subclass of monotone submodular functions. We define
a notion of approximate monotonicity called the *monotonicity ratio*. This captures the degree of monotonicity of a general submodular function. We show improved bounds both in the context of minimization and maximization, and this notion helps extend many of the algorithms for monotone submodular functions to the non-monotone setting. We can define this as,

\[ \nu_{f}^{k,l} = \max_{S \subseteq \mathcal{V} : |S| = k, k \leq |T| \leq l} \frac{f(S)}{f(T)}, \text{ for } k \leq l \quad (1.27) \]

The monotonicity ratio is defined with respect to two parameters \( k \) and \( l \). Note that for the definition of \( \nu_{f}^{k,l} \) to make sense, \( k \leq l \). Moreover, it is easy to see that \( \nu_{f}^{k,k} = 1 \), \( \nu_{f}^{k,l} \geq 1 \) for general set functions. For a monotone submodular function, \( \nu_{f}^{k,l} = 1 \). Interestingly, the definition of the monotonicity ratio does not depend on the submodularity of \( f \), and could potentially extend to non-submodular functions as well. However, many of the guarantees we provide would depend on submodularity of \( f \). Similar to curvature, we shall see that many non-monotone submodular functions have monotonicity ratio \( \nu_{f}^{k,l} \approx 1 \), thereby ensuring improved guarantees for many algorithms [Lin and Bilmes, 2010, Krause and Guestrin, 2005a].

### 1.5.3 Submodularity Ratio

We consider the notion of approximate submodularity called the *submodularity ratio* (defined by [Das and Kempe, 2011]), to help extend some of the algorithms known to hold for submodular functions, to more general class of non-submodular and *approximately* submodular functions. The submodularity ratio is defined as:

\[ \gamma_{f}^{U,k} = \min_{L \subseteq U, S : |S| \leq k, S \cap L = \emptyset} \frac{\sum_{x \in S} f(x|L)}{f(S|L)} \quad (1.28) \]

The submodularity ratio is defined with respect to a set \( U \subseteq V \) and a parameter \( k \geq 1 \). Note that \( f \) is submodular if and only if \( \gamma_{f}^{U,k} = 1 \) for all sets \( U \) and \( k \geq 1 \). Moreover, in general \( \gamma_{f}^{U,k} \leq 1 \). This parameter shows the decay of approximation bounds when an algorithm for submodular maximization is applied to non-submodular functions. The submodularity ratio measures how “close” \( f \) is to submodularity, and helps characterize theoretical bounds for functions which are approximately submodular [Das and Kempe, 2011].
1.6 Characterizing Subclasses of Submodular Functions

In this dissertation, we shall consider several important subclasses of submodular functions in applications. From a theoretical perspective, such a characterization is important, a large number of optimization problems are hard when restricted to the general family of submodular functions. Moreover, these are the classes of functions which appear naturally in real world applications. Below, we define several subclasses of submodular functions, which naturally occur in practice.

1.6.1 Weighted Matroid Rank functions:

A common class of submodular functions are sums of weighted matroid rank functions, defined as,

\[ f(X) = \sum_i \max\{w_i(A) | A \subseteq X, A \in \mathcal{I}_i\}, \quad (1.29) \]

for linear weights \( w_i(j) \). These functions form a rich class of coverage functions for summarization tasks [Lin, 2012]. One special case of this function is the facility location function [Nemhauser et al., 1978, Simon et al., 2007, Tschiatschek et al., 2014]:

\[ f(X) = \sum_{i \in V} \max_{j \in X} s_{ij}, \quad (1.30) \]

for pairwise similarities \( s_{ij} \), with a rank 1 uniform matroid. We can generalize it to a rank \( k \) uniform matroid, as well as other matroidal structures like the graphic matroid, partition matroid etc.

1.6.2 Set Covers and Related Functions

**Set Covers:** Given a set of sets \( \{S_1, \ldots, S_n\} \) and the universe \( \mathcal{U} = \cup_i S_i \), let,

\[ f(X) = w(\cup_{i \in X} S_i), \quad (1.31) \]
where \( w_j \) denotes the weight of item \( j \in \mathcal{U} \). This setup can alternatively be expressed via a neighborhood function \( \Gamma : 2^V \rightarrow 2^\mathcal{U} \) such that \( \Gamma(X) = \bigcup_{i \in X} S_i \). Then,

\[
f(X) = w(\Gamma(X)). \tag{1.32}
\]

This function also occurs in many applications in submodular minimization and maximization [Bach, 2013, Lin, 2012].

**Bipartite Neighborhoods:** This is a class of functions closely related to set covers. Given a bipartite graph, the neighborhood functions are most generally defined as,

\[
f(X) = \psi(w(\Gamma(X))), \tag{1.33}
\]

where \( \Gamma(.) \) refers to the neighbors of the set \( X \) in the graph, \( \psi(.) \) is a concave function, and \( w \) is a weight vector. When \( \psi(x) = x \), we get back the set cover function. These functions have been used in many data subset selection problems, and in particular, the problem of finding a limited vocabulary speech corpus [Lin and Bilmes, 2011a].

**Probabilistic Coverage Functions:** This is a generalization of the set cover function, which has been used in a number of models for summarization problems [El-Arini et al., 2009]. This provides a probabilistic notion to the set cover function, and is defined as,

\[
f(X) = \sum_{i \in \mathcal{U}} w_i [1 - \prod_{j \in X} (1 - p_{ij})] \tag{1.34}
\]

where \( \mathcal{U} \) is the universe (as in the set cover case). We get back the set cover function, if \( p_{ij} = I(i \in S_j) \).

### 1.6.3 Graph Based Submodular Functions

**Graph Cut related functions** Graph Cuts are widely used, and may be written as,

\[
f(X) = \sum_{i \in X, j \notin X} s_{ij}. \tag{1.35}
\]
This general class of functions can be written as [Lin and Bilmes, 2011c, Lin, 2012],

\[ f(X) = \sum_{i \in V, j \in X} s_{ij} - \lambda \sum_{i,j \in X} s_{ij} \]  

(1.36)

With \( \lambda = 1 \), we get back the standard graph cut function. For \( \lambda < 0.5 \), \( f(X) \) is monotone non-decreasing submodular function.

**Truncations:** These functions are special cases of concave over modular functions, and are defined as,

\[ f(X) = \min\{w(X), \alpha\} \]  

(1.37)

A special case of this is the truncated graph-cut function. This function is defined as,

\[ f(X) = \sum_{i \in V} \min\{\sum_{j \in X} s_{ij}, \alpha_i\} \]  

(1.38)

These functions have found a lot of applicability in modeling coverage and diversity [Lin and Bilmes, 2011c]. Moreover, a number of models in probabilistic inference for classification and segmentation problems can be modeled via truncations [Stobbe and Krause, 2010].

1.6.4 **Sparse Pseudo-Boolean functions.**

For graphical models, in particular in computer vision, set functions are often written as polynomials [Ishikawa, 2009]. Any set function can be written as a polynomial,

\[ p_f(x) = \sum_{T \subseteq V} \alpha_T \prod_{i \in T} x_i \]  

(1.39)

where \( x \in \{0,1\}^n \) is the indicator vector of a set. In other words, \( f(S) = \sum_{T \subseteq S} \alpha_T \). Submodular functions are a subclass of these polynomials. We are particularly interested in functions which are sparse, i.e. have a few non-zero values of \( \alpha_T \). This class of functions also subsumes graph cut like functions above and the functions considered in [Stobbe and Krause, 2012, Ishikawa, 2009].
1.6.5 Spectral functions:

Diversity can also be encouraged via spectral regularizers [Das et al., 2012]. Given a positive definite matrix $S \in \mathbb{R}^{n \times n}$, define $S_X$ to be the $|X| \times |X|$ sub-matrix of the rows and columns indexed by $X$. Any scalar function $\psi$ whose derivative is operator-antitone defines a submodular function, by applying it to the eigenvalues of $S_X$ [Friedland and Gaubert, 2011]

$$f(X) = \sum_{i=1}^{|X|} \psi(\lambda_i(S_X)).$$  \hspace{1cm} (1.40)

The resulting class of submodular functions includes the log determinants occurring in DPP inference [Gillenwater et al., 2012], and, more generally, a smoothed log-determinant function Kelmans and Kimelfeld [1983],

$$f(X) = \log \det (S_X + \delta I_X) = \sum_{i=1}^{|X|} \log(\lambda_i(S_X) + \delta).$$  \hspace{1cm} (1.41)

The smoothed function above is monotone for $\delta \geq 1$. Other special cases of this class of functions are, $f(X) = -\sum_{i=1}^{|X|} (\lambda_i(S_X) - 1)^2$ and $f(X) = \sum_{i=1}^{|X|} [\lambda_i(S_X)]^a$, for $a \in (0, 1]$ [Das et al., 2012].

1.6.6 Concave over modular functions:

Another useful class of functions is the class of concave over modular functions:

$$f(X) = \sum_i \psi_i(m_i(X)).$$  \hspace{1cm} (1.42)

where the functions $\psi_i$s are concave functions. The saturated coverage function discussed above is also a special case of this class of functions. A particular interesting subclass of these are

$$f(X) = \sum_i [w_i(X)]^a,$$  \hspace{1cm} (1.43)

where $w_i$ are modular functions and $a \in (0, 1]$. These type of functions have extensively been used in numerous applications [Jegelka and Bilmes, 2011b, Iyer and Bilmes, 2012b, Lin and
Bilmes, 2011c, Lin, 2012]. One can also define sums of concave over modular functions. In particular, the class of clustered sums of concave over modular functions are,

$$f(X) = \sum_{j=1}^{M} \psi(w_j(X \cap C_M)),$$

(1.44)

where $C_1, C_2, \ldots, C_M$ are clusters of similar items in the ground set $V$. This function simultaneously captures diversity in maximization problems [Lin and Bilmes, 2011c], and notions of cooperation in minimization problems [Jegelka and Bilmes, 2011d, Iyer and Bilmes, 2012b]. Another instantiation of sums of concave over modular functions are feature based functions, defined as

$$f(X) = \sum_{e \in \mathcal{F}} \psi(w_e(X))$$

(1.45)

where $|\mathcal{F}| = M$, and $w_e(j)$ captures how much item $j$ covers feature $e \in \mathcal{F}$. These functions have been used in data subset selection applications [Wei et al., 2014b, Kirchhoff and Bilmes, 2014].

1.6.7 Entropy and Mutual Information:

The natural information covering function, entropy is submodular, when seen as a set function,

$$f(A) = H(X_A),$$

(1.46)

where $X_A$ stands for the subset of random variables indexed by the set $A$. Similarly mutual information,

$$f(A) = I(X_A; X_{V \setminus A})$$

(1.47)

is symmetric submodular. Moreover, under a conditional independence model, the mutual information,

$$f(A) = I(X_A; C)$$

(1.48)

is also submodular. These occur naturally in many applications involving sensor placement and feature selection [Krause and Guestrin, 2005b, Krause et al., 2008b, Iyer and Bilmes, 2012b].
1.7 Previous Work on Submodular Optimization

The search for optimal algorithms for submodular optimization has seen substantial progress in recent years, but is still an ongoing endeavor. Below is a summary on the recent progress on these problems.

Submodular Minimization (Problem 1): Unconstrained submodular minimization, (when \( \mathcal{C} = 2^V \)), is polynomial time, and the first poly-time algorithm used the ellipsoid method [Grötschel et al., 1981, Grotschel et al., 1984], and several combinatorial algorithms followed [Iwata et al., 2001, Iwata, 2002, Fleischer and Iwata, 2003, Iwata, 2003, Iwata and Orlin, 2009, Orlin, 2009]. For a detailed summary, see [McCormick, 2005]. The best complexity to date is \( O(n^5 \gamma + n^6) \) [Orlin, 2009] (\( \gamma \) is the cost of evaluating \( f \)). An alternative strategy is to consider continuous relaxations strategies for submodular minimization. Examples of these include the Minimum Norm Point (MNP) algorithm [Fujishige and Isotani, 2011, Frank and Wolfe, 1956], which still has a worst case running time of \( \tilde{O}(n^5 \gamma + n^7) \) [Chakrabarty et al., 2014]. Another class of continuous algorithms uses the convex relaxation of the submodular function [Bach, 2013], but in practice, have been observed to work slower than MNP [Bach, 2013]. This has motivated studies on faster, possibly special case or approximate methods [Stobbe and Krause, 2010, Jegelka et al., 2011, Bach, 2013]. Unlike unconstrained submodular minimization, constrained forms of submodular minimization are very hard – even with simple constraints such as a cardinality lower bound, the problems are NP-hard, and not approximable better than a polynomial factor of \( \Omega(\sqrt{n}) \) [Svitkina and Fleischer, 2008]. Similarly the problems of minimizing a submodular function under covering constraints [Iwata and Nagano, 2009], spanning trees, perfect matchings, paths [Goel et al., 2009] and cuts [Jegelka and Bilmes, 2011c] have very similar hardness factors. In all of these cases, matching upper bounds (i.e approximation algorithms) have been provided [Svitkina and Fleischer, 2008, Iwata and Nagano, 2009, Goel et al., 2009, Jegelka and Bilmes, 2011c]. Algorithms for these problems in literature are based on two basic paradigms: they are either
combinatorial algorithms using surrogate submodular functions, or they rely relaxing the
discrete problem to a continuous version followed by rounding.

Submodular Maximization (Problem 2): Submodular maximization has been exten-
sively studied, mainly in the past couple of years. The first set of results for submodular
maximization were shown in [Nemhauser et al., 1978, Nemhauser and Wolsey, 1978], where
they provide a $1 - 1/e$ approximation algorithm (in the form of a simple greedy heuristic) for
maximizing a monotone submodular function under a cardinality constraint. Variants of the
greedy algorithm were further extended to handle matroid and knapsack constraints [Fisher
factor $1 - 1/e$ was also shown to be optimal under the value oracle model [Feige, 1998,
Nemhauser and Wolsey, 1978]. The first systematic study for non-monotone submodular
function maximization was performed by Fiege et al [Feige et al., 2011b], where they obtain a
$1/3$ and a randomized $2/5$ approximation for unconstrained submodular maximization. They
also show an absolute hardness of $1/2$ for this problem. They raise an open question, whether
there exists a tight $1/2$ approximation algorithm for this problem. This question was resolved
in [Buchbinder et al., 2012], where they show that a simple randomized linear time algorithm
achieves an approximation factor of $1/2$. Subsequently, many of these results were extended
to matroid and knapsack constraints in [Lee et al., 2009a,b]. Similarly [Buchbinder et al.,
2014] propose a near optimal algorithm for non-monotone submodular maximization subject
to cardinality constraint. Similar to submodular minimization, the algorithms for submodular
maximization are either combinatorial, or based on continuous relaxations. The combinatorial
algorithms include greedy algorithms, in the form of forward greedy, randomized greedy,
reverse greedy as well as bidirectional greedy variants, and local search techniques. The
continuous relaxation algorithms use the multilinear extension, followed by variants of the
continuous greedy algorithm [Calinescu et al., 2011, Chekuri et al., 2011, Vondrák, 2007,
Buchbinder et al., 2014].
Difference of Submodular (DS) Optimization (Problem 3): This problem was first introduced in [Narasimhan and Bilmes, 2005], where they propose the submodular-supermodular procedure, as a general purpose approximate algorithm for minimizing the difference of submodular functions. [Byrnes, 2009, Kawahara and Washio, 2011] later propose exact algorithms for this problem, which in the worst case is exponential. Subsequently, a number of papers have investigated special cases of DS optimization [Kolmogorov and Rother, 2007, Borodin et al., 2012].

Submodular Optimization subject to Submodular Constraints – SCSC/SCSK (Problems 4 and 5): This is a new class of problems we investigate in this thesis. A number of special cases of this problem have been studied in the past, including cardinality constrained submodular minimization, submodular maximization subject to knapsack constraints, and the submodular set cover [Krause and Guestrin, 2005b, Svitkina and Fleischer, 2008, Sviridenko, 2004, Wolsey, 1982].

1.8 Our Contributions

Though there has been phenomenal work from the algorithms and theory communities in addressing the optimization problems above, there are still some issues in large scale application of these techniques in machine learning. The following are our main contributions:

- **Scalability:** A potential stumbling block is that machine learning problems are often large (e.g., “big data”) and are getting larger. For general unconstrained submodular minimization, the computational complexity often scales as a high-order polynomial. These algorithms are designed to solve the most general case and the worst-case instances are often contrived and unrealistic. Typical-case instances are much more benign, so simpler algorithms (e.g., graph-cut) might suffice. In the constrained case, however, the problems often become NP-complete, thus requiring (sometimes complicated) approximation algorithms. Hence, there is an urgent need for efficient, practical, and
scalable algorithms for the aforementioned problems if submodularity is to have a lasting impact on the field of machine learning. In this thesis, we address this issue, by proposing a scalable class of algorithms, which work on large scale machine learning problems.

- **Unifying Algorithms:** Given the large class of potential algorithms for different classes of optimization problems, a natural question is which algorithm to use when? Moreover, several algorithms, are specific to the given constraint at hand. Similarly algorithms for submodular maximization are very different in nature from their submodular minimization cohorts. On a whole, there is no unifying algorithmic framework for these problems. In this dissertation, we provide a unifying class of algorithmic techniques which work for Submodular Minimization, Submodular Maximization, Difference of Submodular Optimization, and Submodular Optimization subject to Submodular Constraints. In several cases, we show how many of the algorithms studied in the past, can be viewed within these frameworks. We also provide new algorithms for several of these optimization problems.

- **Theoretical Guarantees and Hardness:** An important component of algorithms, and approximation algorithms is to characterize the goodness of the algorithms. Consider a general minimization and maximization problem of a set function $s$,

\[
\text{Minimization: } X^* = \arg\min_{X \in \mathcal{C}} s(X), \quad \text{Maximization: } X^* = \arg\max_{X \in \mathcal{C}} s(X) \quad (1.49)
\]

All the problems we consider in this thesis (Problems 1-5) can be represented by either one of the above two formulations. Either an algorithm is exact, i.e. it can find the optimal solution, or it will find an approximate solution. We measure the performance of an approximate solution by the worst case approximation factor [Vazirani, 2004]:

For minimization problems, we say that an algorithm admits an approximation factor $\alpha \geq 1$, if it can find a set $\hat{X}$ such that,

\[
s(X^*) \leq s(\hat{X}) \leq \alpha s(X^*) \quad (1.50)
\]
Similarly for maximization problems, an algorithm admits an approximation factor $\beta \leq 1$, if it can find a set $\hat{X}$ such that,

$$\beta s(X^*) \leq s(\hat{X}) \leq s(X^*)$$

(1.51)

An optimization algorithm is polynomial time, if its running time can be upper bounded by a polynomial function of the input (in this case, $n$). In combinatorial optimization problems, the running time also often depends on the complexity of function evaluations, which is assumed to be given via an oracle [Fujishige, 2005]. Another important aspect of optimization problems is the underlying hardness of the optimization problem. One such way to quantify the hardness is \textit{NP-hardness}, which informally means that it is very unlikely that there exists a polynomial time algorithm for the given problem, unless P=NP. A stricter notion of hardness is hardness of approximation. An optimization problem has a hardness factor of $\alpha$ (equivalently $\beta$), if no polynomial time algorithm can achieve an approximation factor better than $\alpha$ (equivalently $\beta$). In this dissertation, we address the worst case approximation factors of our algorithms, along with the underlying hardness of the problems.

- **Improving the worst case results – Connecting theory and practice:** Unfortunately, several optimization problems considered above, are not only NP hard, but as we shall see, do not even admit constant or logarithmic approximation factors in polynomial time [Goel et al., 2010, Goemans et al., 2009, Iwata and Nagano, 2009, Svitkina and Fleischer, 2008, Jegelka and Bilmes, 2011c, Iyer and Bilmes, 2013]. In fact, most of the bounds are polynomial factors of $\Omega(\sqrt{n})$ and $\Omega(n)$. These rather pessimistic results however stand in sharp contrast to empirical observations seen in applications, thus begging the need for better theoretical characterizations and connections between theory and practice. In this dissertation, we explore subclasses of submodular functions, as well as structural properties of submodular functions (like curvature, monotonicity ratio, submodularity ratio etc.), with the aim of providing improved theoretical worst case guarantees, and also improving the complexity of the optimization algorithms.
1.9 Main Algorithmic Ideas in this dissertation

Following are the main algorithmic ideas we use throughout this dissertation. We explore two classes of algorithms, which we use for the optimization problems above:

- **Combinatorial Algorithms**
- **Continuous Relaxation based Algorithms.**

In the paragraphs below, we argue the significance of these classes of algorithms in the light of the issues pointed out above.

1.9.1 Combinatorial Algorithms

We investigate two classes of combinatorial algorithms.

**Majorization-Minimization based Semigradient Algorithms** We provide a unifying majorization-minimization and minorization-maximization framework for all the submodular optimization problems described above (viz. Problems 1 - 5). The resulting algorithms, which repeatedly compute and then efficiently optimize submodular semigradients, offer new and generalize many old methods for submodular optimization. Our approach, takes steps towards providing a unifying paradigm applicable to both submodular minimization and maximization (i.e Problems 1 and 2), which historically have been treated quite distinctly. Moreover, we show how these ideas can further be extended to Problems 3-5, thus providing a unifying and general algorithmic framework. Moreover, our algorithms are extremely scalable, and easy to implement, and the practicality of our algorithms is important since interest in submodularity, owing to its natural and wide applicability, has recently been in ascendance within machine learning. We analyze theoretical properties of our algorithms for these optimization problems, and also argue about their scalability. Majorization-minimization and Minorization-Maximization algorithms are known to be useful in machine learning [Hunter and Lange, 2004]. Notable examples include the EM algorithm [McLachlan and Krishnan,
1997] and the convex-concave procedure [Yuille and Rangarajan, 2002]. This thesis provides a new class of MM algorithms for many general submodular optimization problems.

**Algorithms based on Approximations and Surrogate Functions** The second class of algorithms are based on using approximations or surrogate submodular function. Given a submodular function \( f \), let \( \hat{f} \) be a surrogate submodular function such that,

\[
\hat{f}(X) \leq f(X) \leq \alpha \hat{f}(X), \forall X \subseteq V \tag{1.52}
\]

The idea is then to use \( \hat{f} \) as a surrogate function instead of \( f \), in the optimization problems we study in this thesis. We show that we can transfer this multiplicative factor into the approximation guarantee for the corresponding problem. In this thesis, we consider several approximations, and show how we can obtain different approximation factors depending on the tightness of the approximation.

**1.9.2 Continuous Relaxation based Algorithms**

This class of algorithms uses continuous relaxations of a submodular function. Denote the continuous relaxation of \( f \) as \( \bar{f} \). The continuous relaxation \( \bar{f} \) of \( f \) is a continuous function \( \bar{f} : [0, 1]^n \rightarrow \mathbb{R} \) such that \( \bar{f}(1_X) = f(X) \), where \( 1_X \) is the indicator function of set \( X \) (i.e \( 1_X \in \mathbb{R}^n : 1_X(j) = 1, j \in X \) and \( 1_X(j) = 0, j \notin X \)). Relaxation approaches for submodular optimization follow a two-stage procedure:

1. Find the optimal (or approximate) solution \( \hat{x} \) to the relaxed version of the corresponding optimization problem.

2. Round the continuous solution \( \hat{x} \) to obtain the discrete indicator vector of set \( \hat{X} \).

We show that with the right choice of the continuous relaxation and rounding scheme, we can obtain bounded approximation factors, for many of the optimization problems we study in this thesis.
1.10 Road-Map of this Thesis

The road-map of this thesis is as follows. Chapters 3, 4, 5, 6 and 7 provide algorithms for the optimization problems in this thesis. Chapters 3, 4, 5, 6 deal with combinatorial algorithms for Problems 1-5, while Chapter 7 studies the continuous relaxation based algorithms for these problems. Following is the chapter-wise summary.

- In Chapter 2, we investigate important properties of submodular functions connected to convexity and concavity. In particular, we investigate polyhedra connected with submodular functions, and also study the sub and super-differentials of a submodular function in detail. We see how the polyhedral properties of submodular functions are connected with the continuous extensions of a submodular function, namely, the convex, concave and the multilinear extension. Several of these properties shall play an important role in the algorithms we study in this thesis.

- Chapters 3 and 4 investigate combinatorial algorithms for submodular minimization and maximization (Problems 1 and 2). This includes the majorization-minimization based semidifferential based algorithms, and algorithms based on using surrogate submodular functions. Majorization-Minimization and Minorization-Maximization based algorithms for submodular minimization and maximization respectively, provide a unifying framework for these optimization problems. In the case of minimization (Chapter 3), we provide a new class of algorithms which are extremely efficient and practical. We also investigate algorithms based on choosing surrogate (or proxy submodular functions), and show how by choosing tight approximations, we can obtain theoretically the tightest approximation guarantees. We perform several experiments on real and synthetic data, to validate our algorithms. In the case of maximization (Chapter 4), we demonstrate that many algorithms for submodular maximization, including several greedy and local search schemes, may be viewed as special cases of a generic minorize-maximize framework that relies on discrete semidifferentials.
• In Chapter 5, we investigate combinatorial algorithms for difference of submodular (DS) optimization (Problem 3). In particular, we propose Majorization-Minimization (MM) based algorithms, which repeatedly use the submodular semigradients (as modular upper and lower bounds). This framework subsumes the Submodular-Supermodular procedure Narasimhan and Bilmes [2005], an algorithm inspired by the convex-concave procedure [Yuille and Rangarajan, 2002]. Along with the submodular-supermodular procedure, we propose two new algorithms, the supermodular-submodular and the modular-modular procedures. An important aspect of our algorithms (particularly, the latter two algorithms) is that they scale very well to large scale problems. We investigate the hardness of this problem, and show that it is not only NP hard, but also inapproximable – thus justifying the need for heuristic methods to solve this problem. We empirically show the validity of our methods on the problem of feature subset selection.

• In Chapter 6, we propose combinatorial algorithms for submodular optimization subject to submodular constraints – SCSC and SCSK (Problems 4 and 5). We show that Problems 4 and 5 are intimately connected, in that any approximation algorithm for either problem can be used to provide guarantees for the other problem as well. We then provide a Majorization-Minimization (MM) algorithmic framework, which is not only scalable, but unifies several algorithms considered in the past for special cases of SCSC and SCSK [Sviridenko, 2004, Wolsey, 1982]. We investigate the hardness of these problems, and provide a tight approximation algorithm, which matches the hardness this up to log factors. The tight algorithms use surrogate submodular functions. Finally, we empirically validate our algorithms on two real world applications, involving data subset selection, and sensor placement.

• Finally, in Chapter 7 we develop a continuous relaxation methodology for Problems 1-3. For submodular minimization (Problem 1), we use the Lovász extension, while for submodular maximization (Problem 2), we use the multilinear extension and the concave
extension. Similar to majorization-minimization scheme, we show that this provides a unifying algorithmic framework for both these problems. The relaxation viewpoint, moreover, complements the approximation guarantees obtained by the combinatorial algorithms. We also show that this technique can also be extended to provide heuristics for Problem 3 (i.e DS optimization).

Chapter 2 is being prepared for submission. Chapter 3 and 4 was originally presented in two conference papers:


The former was also published as a workshop paper:


Chapter 5 was originally published in a conference paper:

- R. Iyer and J. Bilmes. Algorithms for approximate minimization of the difference between submodular functions, with applications. *In UAI*, 2012b

Chapter 6 was originally published in the following conference paper:


Chapter 7 was published in a conference paper:
Chapter 2
SUBMODULARITY, CONVEXITY AND CONCAVITY

2.1 Introduction

Submodular functions have been strongly associated with convex functions, to the extent that submodularity is sometimes regarded as a discrete analogue of convexity [Fujishige, 2005]. This relationship is evident by the fact that submodular function minimization is easy, in that there exist strongly polynomial time algorithms which achieve it. This is akin to convex minimization which is also easy. A number of recent results, however, make this relationship much more formal. For example, similar to convex functions, submodular functions have tight modular lower bounds and admit a sub-differential characterization [Fujishige, 1984a]. Moreover, it is possible [Fujishige, 1984c] to provide optimality conditions, in a manner analogous to the Karush-Kuhn-Tucker (KKT) conditions from convex programming, for submodular function minimization. Furthermore, the Fenchel duality theorem and the discrete separation theorem, both of which are known to hold for convex functions have been shown to go through for submodular functions [Fujishige, 1984c, Frank, 1982]. In addition, submodular functions also admit a natural convex extension, known as the Lovász extension, which is easy to evaluate [Lovász, 1983] and optimize. The Lovász extension, moreover, also has no integrality gap and minimizing a submodular function is equivalent to minimizing its Lovász extension. All these results show that submodularity is indeed extremely closely related to convexity, and seem to verify the claim that submodularity is the discrete analog of convexity.

Submodular functions also have some properties, which are unlike convexity, but perhaps more akin to concavity. Submodular function maximization is known to be NP hard. However, there exist a number of constant factor approximation algorithms based on simple greedy or local search heuristics [Feige et al., 2011b, Lee et al., 2009a, Nemhauser et al., 1978] and some
recent continuous approximation methods [Chekuri et al., 2011, Feldman et al., 2011]. This is unlike convexity where maximization can be hopelessly difficult [Sahni, 1974]. Furthermore, submodular functions have a diminishing returns property which is akin to concavity, and concave over modular functions are known to be submodular. In addition submodular function has been shown to have tight modular upper bounds [Iyer et al., 2013b, Iyer and Bilmes, 2012a,b, Jegelka and Bilmes, 2011b, Jegelka et al., 2011], and as we show, form superdifferentials and supergradients like concave functions. The multi-linear extension of a submodular function, which has become useful recently [Chekuri et al., 2011] in the context of submodular maximization, is known to be concave when restricted to a particular direction. All these seem to indicate that submodular functions are related to both convexity and concavity, and have some strange properties enabling them to get the best of both classes of functions.

2.1.1 Motivation and Past Work

Since almost four decades, researchers have been investigating several theoretical and algorithmic aspects relating to submodular functions. Most of the bulk of this work [Fujishige, 2005, Edmonds, 1970, Lovász, 1983, Fujishige, 1984a, Frank, 1982, Fujishige, 1984b], has been in relating submodular functions to convexity from a polyhedral perspective, thereby enabling efficient algorithms for submodular minimization. From a polyhedral perspective, Fujishige, Edmonds and others [Fujishige, 2005, Edmonds, 1970, Fujishige, 1984a], provided a characterization of the submodular polyhedron, the base polytope, and sub-differentials of a submodular functions. Thanks to these results, Lovász [Lovász, 1983] provided an efficient characterization of the convex extension of a submodular function, which is called
the Lovász extension. Finally, the connection between submodularity and convexity was made more precise when it was shown [Frank, 1982, Fujishige, 1984b], that the Discrete Separation Theorem, Fenchel duality Theorem, and the Minkowski Sum theorems hold for submodular functions, when seen in analogy to convexity. From an algorithmic perspective, these results have provided several algorithms for submodular function minimization. In particular, [Fujishige, 2005, Bach, 2013] use the submodular polyhedron and the convex extension to provide an exact algorithm for submodular minimization. Similarly, [Iwata et al., 2001, Iwata, 2003] and others have used many of these ideas to provide exact algorithms for submodular minimization.

While submodular functions have been seen to be related to concavity (as discussed above), the polyhedral aspects of submodular functions from a maximization perspective are much lesser understood. Most work here has been in relation to approximation algorithms for submodular maximization [Nemhauser et al., 1978, Nemhauser and Wolsey, 1978, Fisher et al., 1978, Sviridenko, 2004, Krause and Guestrin, 2005c, Lin and Bilmes, 2010, Feige et al., 2011b, Buchbinder et al., 2012]. Polyhedral aspects of submodular maximization and its relation to concavity, has been studied only in a limited context in previous work [Feige et al., 2011b, Calinescu et al., 2007, Vondrák, 2007, Dughmi, 2009, Nemhauser et al., 1978, Iyer and Bilmes, 2012a,b, Jegelka and Bilmes, 2011b, Jegelka et al., 2011]. For example, a recent chain of papers by Jan Vondrák and others [Calinescu et al., 2007, Vondrák, 2007, Dughmi, 2009] investigated concave extensions of a submodular function, which were shown to be NP hard to evaluate [Vondrák, 2007]. Similarly the subgradients and supergradients of a submodular function have inspired a unifying Majorization-Minimization framework for submodular optimization [Narasimhan and Bilmes, 2005, Iyer and Bilmes, 2012a,b, Jegelka and Bilmes, 2011b, Jegelka et al., 2011, Iyer and Bilmes, 2013, Iyer et al., 2013a]. Furthermore, the sub and super differentials have also been used in the context of approximate inference in a class of probability distributions defined via submodular functions (Iyer and Bilmes [2015], Djolonga and Krause [2014]). However, as far as we know, no formal and unifying characterization has been provided from a polyhedral perspective to relate submodularity
and concavity.

In this work, we attempt to provide a first unifying characterization of the concave aspects of submodular functions from a polyhedral perspective, thereby extending many of the observations made in [Lovász, 1983]. In this effort, we discover a number of interesting connections between these different aspects of submodular functions connecting concavity, and contrast them to known results of submodularity and convexity.

2.1.2 Road-Map of this chapter

In Sections 2.2, 2.3, 2.4 and 2.5, we review the connections between submodularity and convexity. Most of the results in these sections are from [Lovász, 1983, Fujishige, 2005], and in some cases we provide some generalizations. In Section 2.2, we review polyhedral aspects of submodularity and convexity, and investigate the submodular polyhedron, submodular subdifferentials etc. In Section 2.3, we study the convex extensions of a submodular function, while in Section 2.4 we review the optimality conditions of submodular function minimization from a polyhedral perspective. Finally, in Section 2.5, we review the Discrete Separation Theorem, Fenchel Duality Theorem, and Minkowski Sum Theorem, all from the perspective of the convex analogy of submodular functions. In Section 2.6 we investigate the polyhedral aspects of submodularity and concavity, by defining the submodular upper polyhedron, and the submodular superdifferentials. In Section 2.7, we provide a characterization of the concave extension of a submodular function. In Section 2.8, we study the optimality conditions of submodular function maximization from a polyhedral perspective. Finally, in Section 2.9, we provide versions of the Discrete Separation Theorem, Fenchel Duality Theorem and the Minkowski Sum Theorem, from the perspective of concavity of a submodular function.

2.2 Polyhedral aspects of Submodularity and Convexity

Most of the results in this section are covered in [Lovász, 1983, Fujishige, 2005] and the references contained therein, so for more details please refer to these texts. We use this section to review existing work on the polyhedral connections between submodularity and convexity,
2.2.1 Submodular (Lower) Polyhedron

For a submodular function \( f \), the (lower) submodular polyhedron\(^1\) and the base polytope of a submodular function [Fujishige, 2005] are defined, respectively, as:

\[
P_f = \{ x : x(S) \leq f(S), \forall S \subseteq V \}, \quad B_f = P_f \cap \{ x : x(V) = f(V) \}.
\]

where \( x(S) = \sum_{i \in S} x_i \). The submodular polyhedron has a number of interesting properties. An important property of the polyhedron is that the extreme points and facets can easily be characterized even though the polyhedron itself is described by a exponential number of inequalities. In fact, surprisingly, every extreme point of the submodular polyhedron is an extreme point of the base polytope. These extreme points admit an interesting characterization in that they can be computed via a simple greedy algorithm — let \( \sigma \) be a permutation of \( V = \{1, 2, \cdots, n\} \). Each such permutation defines a chain with elements \( S_0^\sigma = \emptyset, S_i^\sigma = \{ \sigma(1), \sigma(2), \cdots, \sigma(i) \} \) such that \( S_0^\sigma \subseteq S_1^\sigma \subseteq \cdots \subseteq S_n^\sigma \). This chain defines an

\(^1\)Since the submodular polyhedron consists of modular lower bounds of a submodular function, we shall also call it the lower submodular polyhedron to contrast with the submodular upper polyhedron we introduce in Section 2.6.1.
Each permutation of $V$ characterizes an extreme point of $\mathcal{P}_f$ and all possible extreme points of $\mathcal{P}_f$ can be characterized in this manner [Fujishige, 2005]. Furthermore, the problem $\max_{y \in \mathcal{P}_f} y^\top x$, which is a linear program over a submodular polyhedron, can be very efficiently computed through the greedy algorithm [Edmonds, 1970]. The following lemma gives the greedy algorithm for finding this.

**Lemma 2.1.** [Edmonds, 1970, Lovász, 1983] Given a vector $w \in \mathbb{R}_+^n$, consider a permutation $\sigma_{w}$, such that $w[\sigma_{w}(1)] \geq w[\sigma_{w}(2)] \geq \cdots \geq w[\sigma_{w}(n)]$. Define $s^*(\sigma_{w}(i)) = f(S_i^{\sigma_{w}}) - f(S_i^{\sigma_{w-1}})$ for $i \in \{1, 2, \cdots, n\}$. Then $\arg\max_{s \in \mathcal{P}_f} w^\top s = \arg\max_{s \in \mathcal{P}_f} w^\top s = s^*$. Further $\max_{s \in \mathcal{P}_f} w^\top s = \sum_{i=1}^n w(\sigma_{w}(i))[f(S_i^{\sigma_{w}}) - f(S_i^{\sigma_{w-1}})]$

It is easy to see that the optimizers $s^*$ above form extreme points of the submodular polyhedron. Given a submodular function $f$ such that $f(\emptyset) = 0$, the condition that $x \in \mathcal{P}_f$ can be checked in polynomial time for every $x$. This follows directly from the fact that submodular function minimization is polynomial time.

**Proposition 2.1.** Given a submodular function $f$, checking if $x \in \mathcal{P}_f$ is equivalent to the condition $\min_{X \subseteq V} [f(X) - x(X)] \geq 0$, which can be checked in poly-time.

### 2.2.2 The Submodular Subdifferential

Another aspect of the connection between submodular functions and convexity is the submodular subdifferentials [Fujishige, 1984a]. The subdifferential $\partial_f(X)$ of a submodular set function $f : 2^V \to \mathbb{R}$ for a set $Y \subseteq V$ is defined [Fujishige, 1984a, 2005] analogously to the subdifferential of a continuous convex function:

$$\partial_f(X) = \{x \in \mathbb{R}^n : f(Y) - x(Y) \geq f(X) - x(X) \text{ for all } Y \subseteq V\}$$

(2.3)
Figure 2.3: The Subdifferentials $\partial_f(Y)$ of a submodular function for different sets $Y$ in two dimensions. Notice that the subdifferentials partition the space $\mathbb{R}^2$. In this case, $V = \{v_1, v_2\}$.

The polyhedra above can be defined for any (not necessarily submodular) set function. When the function is submodular however, it can be characterized efficiently. Firstly, note that for normalized submodular functions, for any $h_X \in \partial_f(X)$, we have $f(X) - h_X(X) \leq 0$ which follows by the constraint at $Y = \emptyset$. Akin to the submodular polyhedron, the extreme points of the submodular subdifferential also admits interesting characterizations. We shall denote a subgradient at $X$ by $h_X \in \partial_f(X)$. Similar to the submodular polyhedron, the extreme points of $\partial_f(Y)$ may be computed via a greedy algorithm: Let $\sigma$ be a permutation of $V$ that assigns the elements in $X$ to the first $|X|$ positions ($i \leq |X|$ if and only if $\sigma(i) \in X$) and $S_{|X|}^\sigma = X$. An illustration of this is shown in Figure 2.4.

Figure 2.4: A visualization of the chain of sets and permutations $\sigma$.

This chain defines an extreme point $h_X^\sigma$ of $\partial_f(X)$ with entries

$$h_X^\sigma(\sigma(i)) = f(S_i^\sigma) - f(S_{i-1}^\sigma). \tag{2.4}$$
Note that for every subgradient $h_X \in \partial_f(X)$, we can define a modular lower bound $m_X(Y) = f(X) + h_X(Y) - h_X(X)$, $\forall Y \subseteq V$, which satisfies $m_X(Y) \leq f(Y), \forall Y \subseteq V$. Moreover, we have that $m_X(X) = f(X)$, and hence the subdifferential exactly correspond to the set of tight modular lower bounds of a submodular function, at a given set $X$. If we choose $h_X$ to be an extreme subgradient, the modular lower bound becomes $m_X(Y) = h_X(Y)$, resulting in a normalized modular function.

The subdifferential defined in Eqn. (2.3) is defined via an exponential number of inequalities. A key observation however is that many of these inequalities are redundant. Define three polyhedra:

$$ \partial_f^1(X) = \{ x \in \mathbb{R}^n : f(Y) - x(Y) \geq f(X) - x(X), \forall Y \subseteq X \} $$

(2.5)

$$ \partial_f^2(X) = \{ x \in \mathbb{R}^n : f(Y) - x(Y) \geq f(X) - x(X), \forall Y \supseteq X \} $$

(2.6)

$$ \partial_f^3(X) = \{ x \in \mathbb{R}^n : f(Y) - x(Y) \geq f(X) - x(X), \forall Y : Y \not\subseteq X, Y \not\supseteq X \} $$

(2.7)

We immediately have that $\partial_f(X) = \partial_f^1(X) \cap \partial_f^2(X) \cap \partial_f^3(X)$. The following Lemma shows that the inequalities in $\partial_f^3(X)$ are redundant in characterizing $\partial_f(X)$ when given $\partial_f^1(X)$ and $\partial_f^2(X)$.

**Lemma 2.2.** ([Fujishige, 2005, Lemma 6.4]) Given a submodular function $f$, $\partial_f(X) = \partial_f^1(X) \cap \partial_f^2(X)$. Hence,

$$ \partial_f(X) = \{ \{ x \in \mathbb{R}^n : f(Y) - x(Y) \geq f(X) - x(X) \text{ for all } Y \in [\emptyset, X] \cup [X, V] \} \} $$

(2.8)

In the above, $[A, B] = \{ X \subseteq V : A \subseteq X \subseteq B \}$ whenever $A \subseteq B$. We see that for $X \neq \{ \emptyset, V \}$, many of the inequalities defining $\partial_f(X)$ are in fact redundant.

The subdifferential at the emptyset has a special relationship since $\partial_f(\emptyset) = \mathcal{P}_f$. Similarly $\partial_f(V) = \mathcal{P}_{f^\#}$, where $f^\#(X) = f(V) - f(V \setminus X)$ is the submodular dual of $f$. Furthermore, since $f^\#$ is a supermodular function, it holds that $\partial_f(V)$ is a supermodular polyhedron (for a supermodular function $g$, the supermodular polyhedron is defined as $\mathcal{P}_g = \{ x : x(X) \geq g(X), \forall X \subseteq V \}$).

---

*A set function $h$ is said to be normalized if $h(\emptyset) = 0$.\footnote{A set function $h$ is said to be normalized if $h(\emptyset) = 0$.}.*
The following lemma shows another instructive fact about the subdifferentials:

**Lemma 2.3.** ([Fujishige, 2005, Lemma 6.5]) For any submodular function $f$, \( \partial_f(X) = \partial_f(X) \times \partial_f(X) \emptyset \), where $f^X(Y) = f(Y)$, $\forall Y \subseteq X$, and $f_X(Y) = f(Y \cup X) - f(X)$, $\forall Y \subseteq V \setminus X$, and $\times$ denotes the direct product.

Finally define:

\[
\partial_f^{(1,1)}(X) = \{ x \in \mathbb{R}^V : \forall j \in X, f(j \mid X \setminus j) \leq x(j) \text{ and } \forall j \notin X, f(j \mid X) \geq x(j) \}. \tag{2.9}
\]

Notice that $\partial_f^{(1,1)}(X) \supseteq \partial_f(X)$ since we are reducing the constraints of the subdifferential. In particular $\partial_f^{(1,1)}(X)$ just considers $n$ inequalities, by choosing the sets $Y$ in Eqn. (2.8) such that $|Y \setminus X| = 1$ or $|X \setminus Y| = 1$. This polyhedron will be useful in characterizing local minimizers of a submodular function (see Section 2.4) and motivating analogous constructs for local maxima (see, for example, Proposition 2.4).

### 2.2.3 Generalized Submodular Lower Polyhedron

In this section, we define a generalization of the submodular polyhedron, which we call the **generalized submodular lower polyhedron**. While this construct has not been defined explicitly before, we investigate it primarily with the aim of contrasting this with the results on the concave polyhedral aspects of a submodular function (Section 2.6).

Define the generalized submodular lower polyhedron as:

\[
P_f^{\text{gen}} = \{(x,c) \in \mathbb{R}^n, c \in \mathbb{R} : [x(X) + c] \leq f(X), \forall X \subseteq V \} \tag{2.10}
\]

This generalized polyhedron $P_f^{\text{gen}} \subseteq \mathbb{R}^{n+1}$ intuitively captures the affine (or unnormalized) modular lower bounds of $f$. The definition above holds for any arbitrary set function, not necessarily submodular, in which case we call it the **generalized lower polyhedron**. In the case of submodular functions, this generalized lower polyhedron has interesting connections to the submodular polyhedron. In particular, note that $P_f^{\text{gen}} \cap \{(x,c) : c = 0 \} = \{(x,c) : x \in P_f, c = 0 \}$. In other words, the slice $c = 0$ of the **generalized submodular polyhedron** is the
Figure 2.5: The generalized submodular lower function for a two dimensional submodular function $f : 2^{\{1,2\}} \to \mathbb{R}$, satisfying $f(\emptyset) = 0$, $f(\{1\}) = 1$, $f(\{2\}) = 2$, $f(\{1, 2\}) = 2.5$.

submodular polyhedron of $f$. Also notice that for a normalized submodular function $f$, the constraint at $X = \emptyset$, requires that $c \leq 0$.

The generalized polyhedron has interesting connections with the subdifferential – the following is a characterization of its facial structure.

**Lemma 2.4.** Given a set function $f$, $(x, c) \in \mathcal{P}^\text{gen}_f$ lies on a face of the polyhedron if and only if there exists a set $X$ such that $x \in \partial_f(X)$ and $c = f(X) - x(X)$.

**Proof.** Notice that $(x, c)$ lies on a face of $\mathcal{P}^\text{gen}_f$ if and only if there exists a set $X$ such that $x(X) + c = f(X)$ and for all $Y \subseteq V$, $x(Y) + c \leq f(Y)$. Since then $x(Y) - x(X) \leq f(Y) - f(X)$, we have that $x \in \partial_f(X)$ and $c = f(X) - x(X)$ that, as mentioned above, has $c \leq 0$ when $f$ is submodular.

The extreme points of $\mathcal{P}^\text{gen}_f$ also are easy to characterize when $f$ is submodular. Surprisingly, all the extreme points lie exactly on the hyperplane $c = 0$ with $x$ being the extreme points of $\mathcal{P}_f$. 
Lemma 2.5. Given a submodular function $f$, $(x, c)$ is an extreme point of $\mathcal{P}_f^{\text{gen}}$ if and only if $x$ is an extreme point of $\mathcal{P}_f$ and $c = 0$. Furthermore, for any $y \in \mathbb{R}^n$,

$$\max_{(x, c) \in \mathcal{P}_f^{\text{gen}}} [(x, y) + c] = \max \{ \max_{x \in \partial_f(X)} [(x, y) + f(X) - x(X)] \mid X \subseteq V \} = \max_{x \in \mathcal{P}_f} (x, y)$$

(2.11)

Proof. First we show that (i) = (ii). Notice that a maximum in (i) (denoted by $(x^*, c^*)$) occurs at a face of $\mathcal{P}_f^{\text{gen}}$ which, by Lemma 2.4, says there exists an $X$ such that $x^* \in \partial_f(X)$ with $c^* = f(X) - x(X)$. This subdifferential is considered in (ii)’s outer max implying (ii) $\geq$ (i). Moreover, it is also easy to see that the point $(x, f(X) - x(X)) \in \mathcal{P}_f^{\text{gen}}$, for any $x \in \partial_f(X)$, from the definitions of the generalized submodular lower polyhedron and the subdifferential. Hence (ii) $\geq$ (i), since it is a max over a much larger set.

We then show that (i) = (iii). It is immediate that (iii) $\leq$ (i) since (iii) is a more constrained case of (i) under $c = 0$. Next, we show (iii) $\geq$ (i), which states that for a submodular function, the linear program over the generalized submodular polyhedron is equivalent to a linear program over the submodular polyhedron. This result follows as a corollary from Lemma 2.1. Specifically, for any $(x, c) \in \mathcal{P}_f^{\text{gen}}$, we have that

$$\max_{w \in \mathcal{P}_f} w^\top s = \sum_i \lambda_i f(S_i^w) \geq \sum_i \lambda_i (\langle x, 1_{S_i^w} \rangle + c) \geq \langle x, w \rangle + c,$$

(2.12)

where the last inequality follows from the facts that $\sum_i \lambda_i 1_{S_i^w} = w$ and $\sum_i \lambda_i = 1$. In particular, this also means that in the optimization problem in ii, the maximum over $X \subseteq V$ occurs at $X = \emptyset$, when $\partial_f(X) = \partial_f$.

Lastly, note that since every linear program over the generalized submodular polyhedron can be cast as a linear program over the submodular polyhedron, the extreme points of both polyhedra must also be the same.

Another way to look at this, which also shows the second part of the Lemma, is that $(x, c)$ is an extreme point if $x$ is an extreme point of a subdifferential $\partial_f(X)$ for some set $X$. Since the extreme points of the subdifferentials are exactly the extreme points of the submodular polyhedron, the result follows.

\end{proof}
Finally it is worth mentioning that similar to the submodular polyhedron, the \textit{generalized submodular polyhedron membership problem} (i.e does \((x, c) \in \mathcal{P}^{\text{gen}}_f\)) is polynomial time, and can be solved via submodular minimization. This is again parallel to the submodular polyhedron.

\textbf{Proposition 2.2.} \textit{Given a submodular function} \(f, (x, c) \in \mathcal{P}^{\text{gen}}_f\) \textit{if and only if} \(c \leq \min_{X \subseteq V}[f(X) - x(X)]\). \textit{Since submodular minimization is polynomial time, the generalized submodular polyhedral membership problem is also polynomial time.}

A visualization of the generalized submodular lower polyhedron for a submodular function on \(V = \{v_1, v_2\}\) is shown in Figure 2.5.

\section{2.3 Convex extensions of a Submodular Function}

We now introduce the convex extension of a submodular functions. We shall see a number of equivalent ways to characterize this extension and observe how they can be computed very efficiently as what is known as the Lovász extension [Lovász, 1983]. The results of this section are mainly from [Lovász, 1983, Dughmi, 2009]. Following [Vondrák, 2007, Dughmi, 2009], we consider two main characterizations of the convex extensions, as what we call \textit{polyhedral characterization} and \textit{distributional characterization}. Again, the main purpose of this section, is to review the existing work, and contrast the results with the ones we shall see in Section 2.7, on the concave extensions of submodular functions.

\subsection{2.3.1 Polyhedral characterization of the convex extensions}

The convex extension of any set function (not necessarily submodular) can be seen as the point-wise supremum of convex functions which lower bound the set function [Dughmi, 2009]. More clearly, let

\[ \Phi_f = \{ \phi : \phi \text{ is convex in } [0, 1]^V \text{ and } \phi(1_X) \leq f(X), \forall X \subseteq V \}. \quad (2.13) \]
Then define:

\[ \hat{f}(w) = \max_{\phi \in \Phi_f} \phi(w), \text{ for } w \in [0, 1]^n \]  

(2.14)

It is not hard to show that \( \hat{f} \) is convex and satisfies the relation \( \hat{f}(1_X) = f(X) \). The above expression can in fact be simplified for any set function, and it suffices to consider affine lower instead of convex lower bounds. In particular Eqn. (2.14) can be expressed as a linear program over the generalized polyhedron.

**Lemma 2.6.** Given a set function \( f \), the convex extension of \( f \) in Eqn. (2.14) can be expressed as:

\[ \hat{f}(w) = \max_{(x,c) \in \mathcal{P}_f^\text{gen}} [\langle x, w \rangle + c], \forall w \in [0, 1]^n \]  

(2.15)

**Proof.** The proof of the equivalence follows from a simple observation. For a given \( w \), let \( \hat{\phi} \) be an argmax in Eqn. (2.14). Then since \( \hat{\phi} \) is a convex function in \([0, 1]^V\), there exists a subgradient \( x \in \mathbb{R}^n \) at \( w \) and value \( d \), such that \( \langle x, y \rangle + d \leq \hat{\phi}(y), \forall y \) and \( \langle x, w \rangle + d = \hat{\phi}(w) \). In other words, \( \langle x, y \rangle + d \) is a linear lower bound of \( \hat{\phi}(y) \), tight at \( w \). Hence, at value \( w \), \( \hat{f}(w) \) takes value \( \langle x, w \rangle + d \). Finally notice that \( (x, d) \in \mathcal{P}_f^\text{gen} \) since \( x(X) + d \leq \hat{\phi}(1_X) \leq f(X), \forall X \subseteq V \).

So far, in the above, we have not invoked the submodularity of \( f \). If \( f \) is submodular however, the above polyhedral characterization can be replaced by an linear program over the submodular polyhedron. In other words,

**Lemma 2.7.** For a submodular function \( f \), the expressions in Eqn. (2.14), (2.15) can be rewritten as:

\[ \hat{f}(w) = \max_{s \in \mathcal{P}_f} w^\top s, \forall w \in [0, 1]^n \]  

(2.16)

**Proof.** This follows directly from Lemma 2.5.

The above result is not surprising given that the extreme points of \( \mathcal{P}_f^\text{gen} \) are identical to the extreme points of \( \mathcal{P}_f \), when \( f \) is submodular.
2.3.2 Distributional characterization of the convex extension

Another way to characterize the continuous extension of a set function $f$ is as follows. Denote $\Lambda_w$ as the set:

$$\Lambda_w = \left\{ \{\lambda_S, S \subseteq V\} : \sum_{S \subseteq V} \lambda_S 1_S = w, \sum_{S \subseteq V} \lambda_S = 1, \text{ and } \forall S, \lambda_S \geq 0 \right\}, \text{ for } w \in [0, 1]^n \quad (2.17)$$

Then the convex extension $\tilde{f}$ can be equivalently written as:

$$\tilde{f}(w) = \min_{\lambda \in \Lambda_w} \sum_{S \subseteq V} \lambda_S f(S)$$

(2.18)

The reason this representation is called distributional is that the convex extension here is computed by minimizing over particular distributions over sets. Again, it is not hard to see that this characterization is a convex extension.

For a submodular function, the distribution characterization takes on a nice form, which is known classically as the Lovász extension. This result can be found, for example, in [Dughmi, 2009]:

**Lemma 2.8.** [Dughmi, 2009]

*Given a submodular function $f$,*

$$\tilde{f}(w) = \sum_{i=1}^{n} w(\sigma_w(i))(f(S_{\sigma_w}^i) - f(S_{\sigma_w}^{i-1}) = w(\sigma_w(n)))f(S_{\sigma_w}^n) + \sum_{i=1}^{n-1} (w(\sigma_w(i)) - w(\sigma_w(i + 1)))f(S_{\sigma_w}(i)), \quad (2.19)$$

*where $\sigma_w$ is a permutation satisfying $w(\sigma_w(1)) \geq w(\sigma_w(2)) \geq \cdots \geq w(\sigma_w(n))$.*

It is clear from above that the minimizing distribution $\lambda$ is a form of a chain distribution, where the chain here is the sequence of sets $S_0^{\sigma_w}, S_1^{\sigma_w}, \cdots, S_n^{\sigma_w}$ defined in Lemma 2.1. We also see the relationship between the two characterizations in the case of submodular functions, since Eqn. (2.19) is exactly the solution of the linear program over the submodular polyhedron (see Lemma 2.1). Hence the two forms of convex extensions, i.e the distributional characterization from Lemma 2.8 and polyhedral characterization from Lemma 2.7, are identical for a submodular function. The resulting convex function $\tilde{f}$ is the Lovász extension.
The equivalence between the two characterizations holds for general set functions, not necessarily submodular. In other words, Eqn. (2.18) and Eqn. (2.14), (2.15) are identical for any set function. This follows directly from the arguments in [Dughmi, 2009]. The only catch, however, is that Lemmas 2.7 and 2.8 do not hold for general set functions and $\hat{f}$ can be NP hard to evaluate in general [Dughmi, 2009, Vondrák, 2007].

2.3.3 Convex Extensions and Submodular Minimization

The Lovász extension plays an important role in submodular minimization. In particular, minimizing the Lovász extension is equivalent to minimizing a submodular function:

**Lemma 2.9.** ([Lovász, 1983]) Given a submodular function $f$,

$$\min_{X \subseteq V} f(X) = \min_{x \in [0,1]^n} \hat{f}(x)$$

(2.20)

Furthermore, given the minimizer $x^*$ of the RHS above, we can obtain a set $X^*$ such that $f(X^*) = \hat{f}(x^*)$.

This implies that unconstrained submodular minimization has an integrality gap of one and the two problems are equivalent.

2.4 Optimality conditions for submodular minimization

Fujishige [Fujishige, 1984c] provides some interesting characterizations to the optimality conditions for unconstrained submodular minimization. The following theorem can be thought of as a discrete analog to the KKT conditions:

**Lemma 2.10.** ([Fujishige, 2005, Lemma 7.1]) A set $A \subseteq V$ is a minimizer of $f : 2^V \rightarrow \mathbb{R}$ if and only if:

$$\emptyset \in \partial f(A)$$

(2.21)

This immediately provides necessary and sufficient conditions for optimality of $f$:
Lemma 2.11. ([Fujishige, 2005, Theorem 7.2]) A set $A$ minimizes a submodular function $f$ if and only if $f(A) \leq f(B)$ for all sets $B$ such that $B \subseteq A$ or $A \subseteq B$.

In other words, it is sufficient to check only the subsets and supersets of $A$ to ensure that $A$ is a global optimizer of $f$. The above Lemma follows from Eqn. 2.8 and Lemma 2.10. Analogous characterizations have also been provided for constrained forms of submodular minimization, and interested readers may look at [Fujishige, 1984c]. Finally, we can provide a simple characterization on the local minimizers of a submodular function.

Lemma 2.12. A set $A \subseteq V$ is a local minimizer\(^3\) of a submodular function if and only if $0 \in \partial_f^{\Delta}(A)$.

As was shown in [Iyer et al., 2013b], a local minimizer of a submodular function, in the unconstrained setting, can be found efficiently in $O(n^2)$ complexity.

While unconstrained submodular minimization is easy, most forms of constrained submodular minimization become NP hard. For example, a simple cardinality lower bound constraint makes the problem of submodular minimization (even with monotone submodular functions) NP hard without even constant factor approximation guarantees [Svitkina and Fleischer, 2008]. These results, however, can be extended when the constraints are lattice constraints [Fujishige, 2005] in which case many of the results above still hold.

2.5 Convex Characterizations: Discrete Separation Theorem and Fenchel Duality Theorem

Finally we review some interesting theorems which characterize convex functions, but also go through for submodular functions.

2.5.1 The Discrete Separation Theorem (DST)

The discrete separation theorem known in context of convexity, states that given a convex function $\phi$ and a concave function $\psi$ such that $\forall x, \phi(x) \geq \psi(x)$, there exists a affine function

---

\(^3\)A set $A$ is a local minimizer of a submodular function if $f(X) \geq f(A), \forall X : |X \setminus A| \leq 1$, and $|A \setminus X| = 1$, that is all sets $X$ no more than hamming-distance one away from $A$. 

---
\langle h, x \rangle + c \text{ such that } \forall x, \psi(x) \geq \langle h, x \rangle + c \geq \psi(x). \text{ A similar relation holds for submodular functions.}

The lemma below was shown by Frank [Frank, 1982] in the context of submodular functions:

**Lemma 2.13.** [Frank, 1982], [Fujishige, 2005, Theorem 4.12] Given a submodular function \( f \) and a supermodular function \( g \) such that \( f(X) \geq g(X) \), \( \forall X \) (and which satisfy \( f(\emptyset) = g(\emptyset) = 0 \)), there exists a modular function \( h \) such that \( f(X) \geq h(X) \geq g(X) \). Furthermore, if \( f \) and \( g \) are integral so may be \( h \).

This Lemma can also be shown through the Lovász extension. In particular, given a submodular function \( f \) and a supermodular function \( g \) such that \( f(X) \geq g(X) \), \( \forall X \), we can construct the convex and concave extensions \( \tilde{f} \) and \( \hat{g} \) of \( f \) and \( g \) (the concave extension \( \hat{g} \) can be constructed via the Lovász extension of \(-g\)). From the expressions of \( \tilde{f} \) and \( \hat{g} \), it is not hard to see that \( \tilde{f}(x) \geq \hat{g}(x) \), \( \forall x \). Hence using the Discrete Separation Theorem from convex analysis, we can find a linear function \( h \), which when restricted to 0/1 vectors, gives the modular function \( h \).

### 2.5.2 Fenchel Duality Theorem (FDT)

The Fenchel duality theorem in the context of convexity [Rockafellar, 1997] provides a relation between the minimizers of the function and it is dual. Given a convex function \( \phi \) and a concave function \( \psi \), the Fenchel dual \( \phi^* \) of \( \phi \), and \( \psi^* \) of \( \psi \) is given as follows:

\[
\phi^*(y) = \max_{x \in \text{dom}(\phi)} [\langle x, y \rangle - \phi(x)], \quad \psi^*(y) = \min_{x \in \text{dom}(\psi)} [\langle x, y \rangle - \psi(x)]. \tag{2.22}
\]

The dual functions \( \phi^* \) and \( \psi^* \) are convex and concave respectively. The Fenchel duality theorem then states that:

\[
\min_x [\phi(x) - \psi(x)] = \max_y [\psi^*(y) - \phi^*(y)] \tag{2.23}
\]
Analogous characterizations also hold for submodular functions [Fujishige, 1984c]. Given a submodular function \( f \) (or equivalently supermodular function \( g \)), the Fenchel dual \( f^* \) (or equivalently \( g^* \)) is:

\[
f^*(x) = \max_{X \subseteq V} [x(X) - f(X)], \quad g^*(x) = \min_{X \subseteq V} [x(X) - g(X)].
\] (2.24)

The Fenchel duals \( f^* \) and \( g^* \) are convex and concave functions respectively. Then the following Lemma holds:

**Lemma 2.14.** ([Fujishige, 2005, Theorem 6.3]) Given a submodular function \( f \) and a supermodular function \( g \),

\[
\min_{X \subseteq V} [f(X) - g(X)] = \max_x [g^*(x) - f^*(x)].
\] (2.25)

Further if \( f \) and \( g \) are integral, the maximum on the right hand side is attained by an integral vector \( x \).

### 2.5.3 The Minkowski-Sum theorem

Submodular polyhedra and also the subdifferentials have an interesting characterization related to Minkowski sums.

**Lemma 2.15.** ([Fujishige, 2005, Theorem 6.8]) Given two submodular functions \( f_1 \) and \( f_2 \), it holds that that (the addition of the polyhedra below corresponds to a point-wise addition):

\[
P_{f_1 + f_2} = P_{f_1} + P_{f_2}, \quad \partial_{f_1 + f_2}(X) = \partial_{f_1}(X) + \partial_{f_2}(X)
\] (2.26)

Similarly it holds that, \( P_{f_1 + f_2}^{\text{gen}} = P_{f_1}^{\text{gen}} + P_{f_2}^{\text{gen}} \).

The Minkowski Sum Theorem for the generalized submodular polyhedron, follows directly from the definition.
2.6 Concave Polyhedral Aspects of Submodular Functions

In this section, we investigate several polyhedral aspects of submodular functions relating them to concavity, thus complementing the results from Section 2.2. This provides a complete picture on the relationship between submodularity, convexity and concavity. We investigate the submodular upper polyhedron, submodular superdifferential and the generalized submodular upper polyhedron.

2.6.1 The submodular upper polyhedron

A first step in characterizing the concave aspects of a submodular function is the submodular upper polyhedron. Intuitively this is the set of tight modular upper bounds of the function, and we define it as follows:

\[ \mathcal{P}^f = \{ x \in \mathbb{R}^n : x(S) \geq f(S), \forall S \subseteq V \} \]  

(2.27)

The above polyhedron can in fact be defined for any set function. In particular, when \( f \) is supermodular, we get what is known as the supermodular polyhedron [Fujishige, 2005]. Presently, we are interested in the case when \( f \) is submodular and hence we call this the submodular upper polyhedron. Interestingly this has a very simple characterization.

**Lemma 2.16.** Given a submodular function \( f \),

\[ \mathcal{P}^f = \{ x \in \mathbb{R}^n : x(j) \geq f(j) \} \]  

(2.28)
Proof. Given $x \in \mathcal{P}^f$ and a set $S$, we have $x(S) = \sum_{i \in S} x(i) \geq \sum_{i \in S} f(i)$, since $\forall i, x(i) \geq f(i)$ by Eqn. (2.27). Hence $x(S) \geq \sum_{i \in S} f(i) \geq f(S)$. Thus, the irredundant inequalities are the singletons.

Thus, the submodular upper polyhedron has a particularly simple characterization due to the submodularity of $f$. In other words, this polyhedron is not polyhedrally tight in that many of the defining inequalities are redundant. This polyhedron alone is not particularly interesting to define a concave extension. We shall define a generalization of this in Section 2.6.3 that shall prove useful in characterizing the concave extension.

We end this section by investigating the submodular upper polyhedron membership problem. Owing to its simplicity, this problem is particularly simple which might seem surprising at first glance since $x \in \mathcal{P}^f$ is equivalent to, Eqn. (2.27), checking if $\max_{X \subseteq V} f(X) - x(X) \leq 0$. This involves maximization of a submodular function which is NP hard. The following lemma shows that this problem is actually easy.

**Corollary 2.1.** Given a submodular function $f$ and vector $x$, let $X$ be a set such that $f(X) - x(X) > 0$. Then there exists an $i \in X : f(i) - x(i) > 0$.

**Proof.** Observe that $f(X) - x(X) \leq \sum_{i \in X} f(i) - x(i)$. Since the l.h.s. is greater than 0, it implies that $\sum_{i \in X} f(i) - x(i) > 0$. Hence there should exist an $i \in X$ such that $f(i) - x(i) > 0$.

Thus, it is sufficient to check the singleton values, i.e $f(i) - x(i)$, and if all these are less than or equal to zero, then $x \in \mathcal{P}^f$. This also follows immediately from Lemma 2.16.

An interesting corollary of the above, is that it is in fact easy to check if the maximizer of a submodular function is greater than equal to zero. Given a submodular function $f$, the problem is whether $\max_{X \subseteq V} f(X) \geq 0$. This can easily be checked without resorting to submodular function maximization.

**Corollary 2.2.** Given a submodular function $f$ with $f(\emptyset) = 0$, $\max_{X \subseteq V} f(X) > 0$ if and only if there exists an $i \in V$ such that $f(i) > 0$. 
Proof. If for any $j$, $f(j) > 0$ it implies that $\max_{X \subseteq V} f(X) \geq f(j) > 0$. On the other hand, if $\forall j, f(j) \leq 0$, we have that $\forall X \subseteq V, f(X) \leq \sum_{i \in X} f(i) \leq 0$. Hence $\max_{X \subseteq V} f(X) = 0$.

This fact is true only for a submodular function. For general set functions, even when $f(\emptyset) = 0$, it could potentially require an exponential search to determine if $\max_{X \subseteq V} f(X) > 0$.

2.6.2 The Submodular Superdifferentials

Given a submodular function $f$ we can characterize its superdifferential as follows. We denote for a set $X$, the superdifferential with respect to $X$ as $\partial f(X)$. Observe then that,

$$\partial f(X) = \{x \in \mathbb{R}^n : f(Y) - x(Y) \leq f(X) - x(X), \forall Y \subseteq V\}$$  \hfill (2.29)

This characterization is analogous to the subdifferential of a submodular function defined in Eqn. (2.3). This is also akin to the superdifferential corresponding to a continuous concave function.

Each supergradient $g_X \in \partial f(X)$, defines a modular upper bound of a submodular function. In particular, define $m^X(Y) = g_X(Y) + f(X) - g_X(X)$. Then $m^X(Y)$ is a modular function which satisfies $m^X(Y) \leq f(Y), \forall Y \subseteq X$ and $m^X(X) = f(X)$.

Note that the superdifferential is defined by an exponential (i.e., $2^{|V|}$) number of inequalities. However owing to the submodularity of $f$ and akin to the subdifferential of $f$, we can reduce the number of inequalities. Define three polyhedrons as:

$$\partial_1^f(X) = \{x \in \mathbb{R}^n : f(Y) - x(Y) \leq f(X) - x(X), \forall Y \subseteq X\}$$  \hfill (2.30)

$$\partial_2^f(X) = \{x \in \mathbb{R}^n : f(Y) - x(Y) \leq f(X) - x(X), \forall Y \supseteq X\}$$  \hfill (2.31)

$$\partial_3^f(X) = \{x \in \mathbb{R}^n : f(Y) - x(Y) \leq f(X) - x(X), \forall Y : Y \not\subseteq X, Y \not\supseteq X\}$$  \hfill (2.32)

A trivial observation is that: $\partial f(X) = \partial_1^f(X) \cap \partial_2^f(X) \cap \partial_3^f(X)$. As we show below for a submodular function $f$, $\partial_1^f(X)$ and $\partial_3^f(X)$ are actually very simple polyhedra.
Lemma 2.17. For a submodular function $f$,

$$ \partial^1_f(X) = \{ x \in \mathbb{R}^n : f(j|X \setminus j) \geq x(j), \forall j \in X \} \quad (2.33) $$

$$ \partial^2_f(X) = \{ x \in \mathbb{R}^n : f(j|X) \leq x(j), \forall j \notin X \}. \quad (2.34) $$

Proof. Consider $\partial^1_f(X)$. Notice that the inequalities defining the polyhedron can be rewritten as $\partial^1_f(X) = \{ x \in \mathbb{R}^n : x(Y \setminus X) \leq f(X) - f(Y), \forall Y \subseteq X \}$. We then have that $x(Y \setminus X) = \sum_{j \in Y \setminus X} x(j) \leq \sum_{j \in Y \setminus X} f(j|X \setminus j)$, since $\forall j \in X, x(j) \leq f(j|X \setminus j)$ (this follows by considering only the subset of inequalities of $\partial^1_f(X)$ with sets $Y$ such that $|X \setminus Y| = 1$). Hence $x(Y \setminus X) \leq \sum_{j \in Y \setminus X} f(j|X \setminus j) \leq f(X) - f(Y)$. Hence an irredundant set of inequalities include those defined only through the singletons.

In order to show the characterization for $\partial^2_f(X)$, we have that $\partial^2_f(X) = \{ x \in \mathbb{R}^n : x(Y \setminus X) \geq f(Y) - f(X), \forall Y \supseteq X \}$. It then follows that, $x(Y \setminus X) = \sum_{j \in Y \setminus X} x(j) \geq \sum_{j \in Y \setminus X} f(j|X \setminus X)$, since $\forall j \notin X, x(j) \geq f(j|X)$. Hence $x(Y \setminus X) \geq \sum_{j \in Y \setminus X} f(j|X) \geq f(Y) - f(X)$, and again, an irredundant set of inequalities include those defined only through the singletons.

The above characterization significantly reduces the inequalities governing $\partial^f(X)$, and in fact, the polytopes $\partial^1_f(X)$ and $\partial^2_f(X)$ are very simple polyhedra. Recall that this is analogous to the submodular subdifferential, where again owing to submodularity the number of inequalities are reduced significantly. In that case, we just need to consider the sets $Y$ which are subsets and supersets of $X$. It is interesting to note the contrast between the redundancy of inequalities in the subdifferentials and the superdifferentials. In particular, here, the inequalities corresponding to sets $Y$ being the subsets and supersets of $X$ are mostly redundant, while the non-redundant ones are the rest of the inequalities. In other words, in the case of the subdifferential, $\partial^1_f(X)$ and $\partial^2_f(X)$ were non-redundant, while $\partial^3_f(X)$ was entirely redundant given the first two. In the case of the superdifferentials, $\partial^1_f(X)$ and $\partial^2_f(X)$ are mostly internally redundant (they can be represented using only by $n$ inequalities), while $\partial^3_f(X)$ has no redundancy in general.
Figure 2.7: A visualization of the four submodular superdifferentials \( \partial f(Y) \) for different sets \( Y \) in two dimensions \( V = \{v_1, v_2\} \), as described in Example 2.1.

In order to gain more intuition for the superdifferentials, we consider some examples in both two and three dimensions.

**Example 2.1.** We consider here superdifferentials when \( V = \{1, 1\} \). Then from the lemma above, \( \partial f(\emptyset) = \{x \in \mathbb{R}^2 : f(j|\emptyset) \leq x(j), \forall j \in \{1, 1\}\} \). Similarly \( \partial f(\{1, 2\}) = \{x \in \mathbb{R}^2 : f(j|V\setminus j) \geq x(j), \forall j \in \{1, 2\}\} \). Now consider \( \partial f(1) \). Then the governing inequalities for this are:

\[
\partial f(1) = \{x \in \mathbb{R}^2 : x_1 \leq f(\{1\}) \}, \tag{2.35}
\]

\[
x_2 \geq f(\{2\}|\{1\}) \tag{2.36}
\]

\[
x_1 - x_2 \leq f(\{1\}) - f(\{2\}) \tag{2.37}
\]

The extreme points of this polyhedron are the vectors \( \{f(\{1\}), f(\{2\})\} \) and \( \{f(\{1\}|\{2\}), f(\{2\}|\{1\})\} \). The way we obtain the extreme points is as follows. Setting the inequalities (2.35) and (2.37) as equalities, we get the extreme point \( \{f(\{1\}), f(\{2\})\} \). The inequality (2.36) then is \( x_2 = f(\{2\}) \geq f(\{2\}|\{1\}) \), which holds. We then set inequalities (2.36) and (2.37) as equalities, which gives \( x_2 = f(\{2\}|\{1\}) \) and \( x_1 = f(\{1\}|\{2\}) \), thus giving the second extreme point \( \{f(\{1\}|\{2\}), f(\{2\}|\{1\})\} \). It is easy to see that inequality (2.35) is satisfied. Finally,
if we set inequalities (2.35) and (2.36) as equalities, we get $x_1 = f(\{1\}), x_2 = f(\{2\}\{1\})$. Then we have that $x_1 - x_2 = f(\{1\}) - f(\{2\}\{1\}) = 2f(\{1\}) - f(\{1\}, \{2\})$. Inequality (2.37), then requires, $2f(\{1\}) - f(\{1, 2\}) \geq f(\{1\}) - f(\{2\}) \Rightarrow f(\{1\}) + f(\{2\}) \leq f(\{1, 2\})$, which does not hold. Hence the only extreme points are the two vectors above. One can similarly investigate $\partial f(\{2\})$, which has the same extreme points.

As it is clear from the above example the superdifferentials in 2-dimensional case are easy to find and characterize. However this is not the case in three dimensions where the shape of the superdifferentials depends strongly on the particulars of the submodular functions.

**Example 2.2.** Let $V = \{1, 2, 3\}$. Recall that $f(\emptyset) = 0$. Then consider $\partial f(\{1\}) = \{x \in \mathbb{R}^3 : f(Y) - x(Y) \leq f(\{1\}) - x(\{1\}), \forall Y \subseteq \{1, 2, 3\}\}$ This polyhedron can be represented via the following irredundant inequalities:

$$
\partial f(\{1\}) = \{x \in \mathbb{R}^3 : x_1 \leq f(\{1\}),
\begin{align*}
x_2 &\geq f(\{2\}\{1\}), & \text{for } Y = \emptyset \quad (2.38) \\
x_2 - x_1 &\geq f(\{2\}) - f(\{1\}), & \text{for } Y = \{1, 2\} \quad (2.39) \\
x_3 &\geq f(\{3\}\{1\}), & \text{for } Y = \{1, 3\} \quad (2.40) \\
x_3 - x_1 &\geq f(\{3\}) - f(\{1\}), & \text{for } Y = \{3\} \quad (2.41) \\
x_2 + x_3 - x_1 &\geq f(\{2, 3\}) - f(\{1\}), & \text{for } Y = \{2, 3\} \quad (2.42)
\end{align*}
$$

The other two inequalities (for $Y = \{1, 2, 3\}$ and $Y = \{1\}$) are redundant. We now consider the extreme points of this polyhedron. We consider Eqns. (2.38), (2.40), (2.42) with equality, and we obtain an extreme point $\{f(\{1\}), f(\{2\}), f(\{3\})\}$. It is easy to see that all other inequalities are satisfied. Consider next Eqns. (2.40), (2.42), and (2.43) with equality and we get a potential extreme point $\{f(\{1\}) + f(\{2, 3\}) - f(\{2\}) - f(\{3\}), f(\{2\}\{3\}), f(\{3\}\{2\})\}$. Observe that $x_1 = f(\{1\}) + f(\{2, 3\}) - f(\{2\}) - f(\{3\}) \leq f(\{1\})$, and hence Eqn. (2.38) is satisfied. However $x_2 = f(\{2\}\{3\})$ may be bigger or smaller than $f(\{2\}\{1\})$ and Eqn. (2.39) may or may not be violated. Similarly, $x_3 = f(\{3\}\{2\})$ is not comparable to $f(\{3\}\{1\})$, and hence Eqn. (2.41) might or might not be violated. Consequently we cannot determine if by
combining together Eqns. (2.40), (2.42), and (2.43), we obtain an extreme point, unless we have more information about the current submodular function being used. Hence we see from this example that we cannot hope to find the extreme points analytically.

The above example shows that a particular expression (obtained via a combination of inequalities) might or might not be extreme, depending on the particular submodular function and its valuation. This is unlike the subdifferential, where an analytical expression is always extreme for all submodular functions. Thus, unlike the subdifferentials, we cannot expect a closed form expression for the extreme points of $\partial f(Y)$. Moreover, they also seem to be hard to characterize algorithmically. For example, the superdifferential membership problem is NP hard.

**Lemma 2.18.** Given a submodular function $f$ and a set $Y : \emptyset \subset Y \subset V$, the membership problem $y \in \partial f(Y)$ is NP hard.

**Proof.** Notice that the membership problem $y \in \partial f(Y)$ is equivalent to asking $\max_{X \subseteq V} f(X) - y(X) \leq f(Y) - y(Y)$. In other words, this is equivalent to asking if $Y$ is a maximizer of $f(X) - y(X)$ for a given vector $y$. This is the decision version of the submodular maximization problem and correspondingly is NP hard when $\emptyset \subset Y \subset V$. \hfill $\Box$

Given that the membership problem is NP hard, it is also NP hard to solve a linear program over this polyhedron [Grotschel et al., 1984, Schrijver, 2003]. The superdifferential of the empty and ground set, however, can be characterized easily:

**Lemma 2.19.** For any submodular function $f$ such that $f(\emptyset) = 0$, $\partial f(\emptyset) = \{x \in \mathbb{R}^n : f(j) \leq x(j), \forall j \in V\}$. Similarly $\partial f(V) = \{x \in \mathbb{R}^n : f(j | V \setminus j) \geq x(j), \forall j \in V\}$. Furthermore, $\partial f(\emptyset) = \mathcal{P}^f$ and $\partial f(V) = \mathcal{P}^{f^\#}$.

**Proof.** This lemma follows directly from the definitions. \hfill $\Box$

As we saw above, it is hard to characterize the superdifferential of a submodular function. It is however possible to give inner and outer bounds as shown in the following subsections. Using these, we can also find certain specific useful supergradients.
Outer Bounds on the Superdifferential

It is possible to provide a number of useful and practical outer bounds on the superdifferential. Recall that \( \partial^f_1(Y) \) and \( \partial^f_2(Y) \) are already simple polyhedra. We can then provide outer bounds on \( \partial^f_3(Y) \) that, together with \( \partial^f_1(Y) \) and \( \partial^f_2(Y) \), provide simple bounds on \( \partial^f(Y) \).

Define for \( 1 \leq k, l \leq n \):

\[
\partial^f_{3,\Delta(k,l)}(X) = \{ x \in \mathbb{R}^n : f(Y) - x(Y) \leq f(X) - x(X), \\
\forall Y : Y \not\subseteq X, Y \not\supseteq X, |Y\setminus X| \leq k - 1, |X\setminus Y| \leq l - 1 \} \tag{2.44}
\]

We can then define the outer bound:

\[
\partial^f_{\Delta(k,l)}(X) = \partial^f_1(X) \cap \partial^f_2(X) \cap \partial^f_{3,\Delta(k,l)}(X). \tag{2.45}
\]

Observe that \( \partial^f_{\Delta(k,l)}(X) \) is expressed in terms of \( O(n^{k+l}) \) inequalities, and hence for a given \( k, l \) we can obtain the representation of \( \partial^f_{\Delta(k,l)}(X) \) in polynomial time. We will see that this provides us with a hierarchy of outer bounds on the superdifferential:

**Theorem 2.1.** For a submodular function \( f \):

1. \( \partial^f_{\Delta(1,1)}(X) = \partial^f_1(X) \cap \partial^f_2(X) \)

2. \( \forall 1 \leq k' \leq k, 1 \leq l' \leq l, \partial^f(X) \subseteq \partial^f_{\Delta(k,l)}(X) \subseteq \partial^f_{\Delta(k',l')}(X) \subseteq \partial^f_{\Delta(1,1)}(X) \)

3. \( \partial^f_{\Delta(n,n)}(X) = \partial^f(X) \).

*Proof.* The proofs of items 1 and 3 follow directly from definitions. To see item 2, notice that the polyhedra \( \partial^f_{\Delta(k,l)} \) become tighter as \( k \) and \( l \) increase finally approaching the superdifferential.

Similar to the submodular subdifferential, we shall call \( \partial^f_{\Delta(1,1)}(Y) \) as the local approximation of the superdifferential. In particular,

\[
\partial^f_{\Delta(1,1)}(X) = \{ x \in \mathbb{R}^n : x(j) \leq f(j|X \setminus j) \forall j \in X, x(j) \geq f(j|X) \forall j \notin X \} \tag{2.46}
\]

We shall see in Section 2.8 that these outer bounds have interesting connections with approximation algorithms for submodular maximization.
**Inner Bounds on the Superdifferential**

While it is hard to characterize the extreme points of the superdifferential, we can provide some specific supergradients. Define three vectors as follows:

\[
\hat{g}_X(j) = \begin{cases} 
  f(j|X - j) & \text{if } j \in X \\
  f(j) & \text{if } j \notin X
\end{cases}
\]  \hspace{1cm} (2.47)

\[
\check{g}_X(j) = \begin{cases} 
  f(j|V - j) & \text{if } j \in X \\
  f(j|X) & \text{if } j \notin X
\end{cases}
\]  \hspace{1cm} (2.48)

\[
\bar{g}_X(j) = \begin{cases} 
  f(j|V - j) & \text{if } j \in X \\
  f(j) & \text{if } j \notin X
\end{cases}
\]  \hspace{1cm} (2.49)

Then we have the following theorem:

**Theorem 2.2.** For a submodular function \( f \), \( \hat{g}_X, \check{g}_X, \bar{g}_X \in \partial^f(X) \). Hence for every submodular function \( f \) and set \( X \), \( \partial^f(X) \) is non-empty.

**Proof.** For submodular \( f \), the following bounds are known to hold [Nemhauser et al., 1978]:

\[
f(Y) \leq f(X) - \sum_{j \in X \setminus Y} f(j|X \setminus j) + \sum_{j \in Y \setminus X} f(j|X \cap Y), \tag{2.50}
\]

\[
f(Y) \leq f(X) - \sum_{j \in X \setminus Y} f(j|X \cup Y \setminus j) + \sum_{j \in Y \setminus X} f(j|X). \tag{2.51}
\]

Using submodularity, we can loosen these bounds further to provide tight modular upper bounds [Ahmed and Atamtürk, 2009, Jegelka and Bilmes, 2009, 2011b, Iyer and Bilmes, 2012a,b]:

\[
f(Y) \leq f(X) - \sum_{j \in X \setminus Y} f(j|X - \{j\}) + \sum_{j \in Y \setminus X} f(j|\emptyset) \tag{2.52}
\]

\[
f(Y) \leq f(X) - \sum_{j \in X \setminus Y} f(j|V - \{j\}) + \sum_{j \in Y \setminus X} f(j|X) \tag{2.53}
\]

\[
f(Y) \leq f(X) - \sum_{j \in X \setminus Y} f(j|V - \{j\}) + \sum_{j \in Y \setminus X} f(j|\emptyset). \tag{2.54}
\]
From the three bounds above, and substituting the expressions of the supergradients, we may immediately verify that these are supergradients, namely that \( \hat{g}_X, \hat{g}_X, \tilde{g}_X \in \partial f(X) \). For example, starting with Eqn. (2.52), we have:

\[
f(Y) \leq f(X) - \sum_{j \in X \setminus Y} f(j|X - \{j\}) + \sum_{j \in Y \setminus X} f(j|0) \tag{2.55}
\]

\[
= f(X) - \sum_{j \in X} f(j|X \setminus \{j\}) + \sum_{j \in X \cap Y} f(j|X \setminus \{j\}) + \sum_{j \in Y \setminus X} f(j|0) \tag{2.56}
\]

\[
= f(X) - \hat{g}_X(X) + \hat{g}_X(Y) \tag{2.57}
\]

These supergradients characterize inner bounds for the superdifferential. Define two polyhedra:

\[
\partial f(X) = \{ x \in \mathbb{R}^n : f(j) \leq x(j), \forall j \notin X \},
\tag{2.58}
\]

\[
\partial f(X) = \{ x \in \mathbb{R}^n : f(j|X \setminus j) \geq x(j), \forall j \in X \}. \tag{2.59}
\]

Then define:

\[
\partial^{(1)}(X) = \partial f(X) \cap \partial f(X) = \{ x \in \mathbb{R}^n : f(j|X \setminus j) \geq x(j), \forall j \in X \text{ and } f(j) \leq x(j), \forall j \notin X \} \tag{2.60}
\]

\[
\partial^{(2)}(Y) = \partial f(Y) \cap \partial f(Y) = \{ x \in \mathbb{R}^n : f(j|V \setminus j) \geq x(j), \forall j \in X \text{ and } f(j|X) \leq x(j), \forall j \notin X \} \tag{2.61}
\]

\[
\partial^{(3)}(Y) = \partial f(Y) \cap \partial f(Y) = \{ x \in \mathbb{R}^n : f(j|V \setminus j) \geq x(j), \forall j \in X \text{ and } f(j) \leq x(j), \forall j \notin X \}. \tag{2.62}
\]

Then note that \( \partial^{(1)}(Y) \) is a polyhedron with \( \hat{g}_Y \) as an extreme point. Similarly \( \partial^{(2)}(Y) \) has \( \tilde{g}_Y \), while \( \partial^{(3)}(Y) \) has \( \tilde{g}_Y \) as its extreme points. All these are simple polyhedra, with a single extreme point. Also define,

\[
\partial^{(1,2)}(Y) = \text{conv}(\partial^{(1)}(Y), \partial^{(2)}(Y)) \tag{2.63}
\]

where \( \text{conv}(.,.) \) represents the convex combination of two polyhedra\(^4\). Then \( \partial^{(1,2)}(Y) \) is a

\(^4\)Given two polyhedra \( \mathcal{P}_1, \mathcal{P}_2, \mathcal{P} = \text{conv}(\mathcal{P}_1, \mathcal{P}_2) = \{ \lambda x_1 + (1 - \lambda) x_2, \lambda \in [0, 1], x_1 \in \mathcal{P}_1, x_2 \in \mathcal{P}_2 \} \)
Figure 2.8: A visualization of the inner and outer bounds of the superdifferential. The submodular function here is $f : 2^{\{1,2,3\}} \to \mathbb{R}$, defined as $f(\emptyset) = 0, f(\{1\}) = 1, f(\{2\}) = 2, f(\{3\}) = 2, f(\{1, 2\}) = 2.5, f(\{2, 3\}) = 3, f(\{1, 3\}) = 2.6, f(\{1, 2, 3\}) = 3$, and the superdifferential $\partial f(X)$ is at $X = \{1\}$. The inner bounds $\partial_{i,1}^f(X)$ and $\partial_{i,2}^f(X)$ are shown in dark blue, and the superdifferential itself is shown in light blue. The outer white region is the outer bound $\partial_{\Delta(1,1)}^f(X)$. 
polyhedron which has $\hat{g}_Y$ and $\bar{g}_Y$ as its extreme points. The following lemma characterizes the inner bounds of the superdifferential:

**Lemma 2.20.** Given a submodular function $f$, 

\[
\partial^f_{i,3}(Y) \subseteq \partial^f_{i,2}(Y) \subseteq \partial^f_{i,(1,2)}(Y) \subseteq \partial^f(Y), \quad (2.64) \\
\partial^f_{i,3}(Y) \subseteq \partial^f_{i,1}(Y) \subseteq \partial^f_{i,(1,2)}(Y) \subseteq \partial^f(Y) \quad (2.65)
\]

**Proof.** The proof of this lemma follows directly from the definitions of the supergradients, corresponding polyhedra and submodularity. \qed

**Connections between the subdifferential and superdifferential at $X$**

Finally we point out interesting connections between $\partial_f(X)$ and $\partial^f(X)$. Firstly, it is clear from the definitions that $\partial_f(X) \subseteq \partial^f_{\Delta(1,1)}(X)$ and $\partial^f(X) \subseteq \partial^f_{\Delta(1,1)}(X)$. Notice also that both $\partial^f_{\Delta(1,1)}(X)$ and $\partial^f_{\Delta(1,1)}(X)$ (from eqns (2.9) and (2.46) respectively) are simple polyhedra with a single extreme point,

\[
\tilde{g}_X(j) = \begin{cases} 
  f(j|X - j) & \text{if } j \in X \\
  f(j|X) & \text{if } j \notin X
\end{cases} \quad (2.66)
\]

The point $\tilde{g}_X$, is in general, neither a subgradient nor a supergradient at $X$. However both the semidifferentials are contained within (different) polyhedra defined via $\tilde{g}_X$. An illustration of this is in Figure 2.9. The subdifferential $\partial_f(X)$ is the red polyhedron, while the superdifferential $\partial^f(X)$ is the blue polyhedron. Moreover, the light red and the light blue polyhedra are $\partial^f_{\Delta(1,1)}(X)$ and $\partial^f_{\Delta(1,1)}(X)$ respectively, defined on $X = \{1\}$.

**Examples of Inner and Outer bounds for specific superdifferentials**

In this section, we investigate the inner and outer bounds of specific instances. First consider the super differential at the emptiest $\partial^f(\emptyset)$. In this case, notice that all three supergradients are the same vector, i.e $\hat{g}_\emptyset = \bar{g}_\emptyset = \bar{g}_\emptyset$, with individual elements being
Figure 2.9: An Illustration to compare the relative positions of the sub and super differentials, defined on a submodular function $f : 2^{\{1,2,3\}} \to \mathbb{R}$, defined as $f(\emptyset) = 0, f(\{1\}) = 1, f(\{2\}) = 2, f(\{3\}) = 2, f(\{1,2\}) = 2.5, f(\{2,3\}) = 3, f(\{1,3\}) = 2.6, f(\{1,2,3\}) = 3$. The sub differentials appear in red, while the superdifferential is shown in blue, and are defined on $X = \{1\}$. 
\( \hat{g}_0(j) = \hat{g}_0(j) = \tilde{g}_0(j) = f(j), j \in V. \) Hence the inner bounds are exactly the superdifferential, and \( \partial^I_{i,1}(\emptyset) = \partial^I_{i,2}(\emptyset) = \partial^I_{i,3}(\emptyset) = \partial^I(\emptyset). \) Moreover, also observe that \( \tilde{g}_0 \) is also identical to these supergradients, and hence the outerbound \( \partial^I_{\Delta(1,1)}(\emptyset) = \partial^I(\emptyset). \) In this case, all the inner and outer bounds are identical to the superdifferential. This phenomenon also occurs for the superdifferential of the grounds \( \partial^I(V). \) For other sets, however, this does not hold, and the relationship between the bounds can be strict.

In the below, we analyze the inner and outer bounds on the superdifferentials for specific submodular functions.

**Example 2.3.** Consider the case when \( V = \{1, 2\}. \) From the above, we know that the superdifferentials \( \partial^I(\emptyset) \) and \( \partial^I(\{1, 2\}) \) are simple polyhedra and the inner and outer bounds are identical to the superdifferential itself. Consider \( \partial^I(\{1\}). \) Recall from Example 2.1 that the extreme points here are \( \{f(\{1\}), f(\{2\})\} \) and \( \{f(\{1\} \setminus \{2\}), f(\{2\} \setminus \{1\})\} \) respectively. Notice that \( \hat{g} = \{f(\{1\}), f(\{2\})\} \) and \( \tilde{g} = \{f(\{1\} \setminus \{2\}), f(\{2\} \setminus \{1\})\}, \) and hence both these supergradients are extreme points of the superdifferential in two dimensions. Note that \( \hat{g} = \{f(\{1\} \setminus \{2\}), f(\{2\})\}. \) Immediately, \( \hat{g} \) lies in the interior of the superdifferential for a strictly submodular function\(^5\) since (considering the inequalities governing \( \partial^I(\{1\}) \) from Example 2.1), \( f(a|b) < f(\{1\}), f(\{2\}) > f(b|a) \) and \( f(a|b) - f(\{2\}) = f(\{1, 2\}) - f(\{2\}) - f(\{2\}) < f(\{1\}) - f(\{2\}) \) (this is true since \( f(a, b) < f(\{1\}) + f(\{2\}) \)). Hence, in this case, \( \partial^I_{i,3}(\{1\}) \subset \partial^I_{i,2}(\{1\}) \subset \partial^I_{i,1}(\{1\}) = \partial^I(\{1\}) \) and \( \partial^I_{i,1}(\{1\}) \subset \partial^I_{i,2}(\{1\}) \subset \partial^I_{i,3}(\{1\}) = \partial^I(\{1\}). \) Similarly, observe that \( \hat{g}_a = \{f(\{1\}), f(b|\{1\}) \} \) does not belong to \( \partial^I(\{1\}) \), when \( f \) is strictly submodular, since it violates the third inequality \( f(\{1\}) - f(\{2\} \setminus \{1\}) \leq f(\{1\}) - f(\{2\}) \) (note this inequality does not hold since it would mean \( f(\{2\} \setminus \{1\}) \geq f(\{1\}) \) which violates strict submodularity). Hence \( \partial^I_{\Delta(1,1)}(\{1\}) \supset \partial^I(\{1\}). \) The same phenomena is true for \( \partial^I(\{2\}). \)

We can also consider the superdifferential in the three dimensional setting, when \( V = \{1, 2, 3\}. \) In this case, we consider an actual submodular function \( f : 2^{\{1,2,3\}} \rightarrow \mathbb{R}, \) defined

\(^5\) A strict submodular function, is a submodular function, where all the defining inequalities act as equalities.
as \( f(\emptyset) = 0, f(\{1\}) = 1, f(\{2\}) = 2, f(\{3\}) = 2, f(\{1, 2\}) = 2.5, f(\{2, 3\}) = 3, f(\{1, 3\}) = 2.6, f(\{1, 2, 3\}) = 3 \). Consider \( \partial f^{(1)}(\{1\}) \). An illustration of this is in Figure 2.8. The inner bounds \( \partial_{i,1}^{f} (X) \) and \( \partial_{i,2}^{f} (X) \) are shown in dark blue, and the superdifferential itself is shown in light blue. The outer white region is the outer bound \( \partial_{\Delta(1,1)}^{f} (X) \). In this case, it holds that \( \partial_{i,3}^{f}(\{1\}) \subset \partial_{i,1}^{f}(\{1\}) \subset \partial_{i,(1,2)}^{f}(\{1\}) \subset \partial^{f}(\{1\}) \subset \partial_{\Delta(1,1)}^{f}(\{1\}) \) and \( \partial_{i,3}^{f}(\{1\}) \subset \partial_{i,2}^{f}(\{1\}) \subset \partial_{i,(1,2)}^{f}(\{1\}) \subset \partial^{f}(\{1\}) \subset \partial_{\Delta(1,1)}^{f}(\{1\}) \) – i.e in other words, the subset relationship is strict in this case.

**Superdifferentials of subclasses of submodular functions**

While it is hard to characterize superdifferentials of general submodular functions, certain subclasses have some nice characterizations. An important such subclass if the class of \( M^{2} \)-concave functions [Murota, 2003]. These include a number of special cases like matroid rank functions, concave over cardinality functions etc. In some sense, these functions very closely resemble concave functions. In particular, one can maximize these functions in polynomial time [Murota, 2003]. These functions also admit simple characterizations of the superdifferential. In particular, the superdifferential of this class of functions can be represented in \( O(n^{2}) \) inequalities. The following theorem provides a compact representation of the superdifferential of these functions.

**Lemma 2.21.** Given a submodular function \( f \) which is \( M^{2} \)-concave on \( \{0, 1\}^{V} \), its superdifferential satisfies,

\[
\partial^{f}(X) = \partial_{\Delta(2,2)}^{f}(X) \tag{2.67}
\]

In particular, it can be characterized via \( O(n^{2}) \) inequalities.

**Proof.** This result follows easily from Theorem 6.61 in [Murota, 2003], where the authors show that for a \( M^{2} \) convex function (which is supermodular), the subdifferential can be expressed by just considering sets \( Y \) satisfying \( |X\setminus Y| \leq 1, |Y\setminus X| \leq 1 \) (i.e of Hamming distance less than 2). Hence the superdifferential of a \( M^{2} \) concave function (which is submodular) can
be expressed with the same number of inequalities, and the corresponding polyhedron is 
\( \partial_{\Delta(2,2)}^f(X) \).

2.6.3 Generalized Submodular Upper Polyhedron

In this section, we generalize the submodular upper polyhedron from Section 2.6.1. Define 
the generalized submodular upper polyhedron as the set of affine upper bounds of \( f \):

\[
P_f^\text{gen} = \{ (x, c) : x \in \mathbb{R}^n, c \in \mathbb{R} : x(X) + c \geq f(X), \forall X \subseteq V \} \tag{2.68}
\]

Again it is easy to see that \( P_f^\text{gen} \cap \{ (x, c) : c = 0 \} = \{ (x, c) : x \in P_f, c = 0 \} \). In other 
words, the slice \( c = 0 \) of the generalized submodular upper polyhedron is the submodular 
upper polyhedron of \( f \). Also note that the inequality at \( X = \emptyset \) implies that \( c \geq 0 \). This 
polyhedron shall prove to be useful while defining the concave extensions of \( f \). The generalized 
submodular upper polyhedron also has interesting connections with the superdifferentials. In 
particular,

**Lemma 2.22.** Given a submodular function \( f \), \( (x, c) \in P_f^\text{gen} \) lies on a face of the polyhedron 
if and only if there exists a set \( X \) such that \( x \in \partial_f(X) \) and \( c = f(X) - x(X) \).

**Proof.** The proof of this Lemma is analogous to the one for the generalized submodular lower 
polyhedron. In particular, observe that \( (x, c) \) lies on a face of \( P_f^\text{gen} \) if and only if there exists 
a set \( X \) such that \( x(X) + c = f(X) \) and for all \( Y \subseteq V, x(Y) + c \leq f(Y) \). It directly then 
implies that \( x \in \partial_f(X) \) and \( c = f(X) - x(X) \). \( \square \)

This then implies the following corollary:

**Corollary 2.3.** Given a submodular function \( f \), a point \( (x, c) \) is an extreme point of \( P_f^\text{gen} \), if 
and only if \( x \) is an extreme point of \( \partial_f(X) \) for some set \( X \).

This implies an interesting characterization of a linear program over the generalized 
submodular upper polyhedron.
Lemma 2.23. For submodular function $f$, and $a y \in \mathbb{R}^n$,

$$\min_{(x,c) \in \mathcal{P}_{\text{gen}}^f} \langle x, y \rangle + c = \min \{ \min_{x \in \partial f(X)} \langle x, y \rangle + f(X) - x(X) \mid X \subseteq V \}. \quad (2.69)$$

Proof. To prove this result, we first show that $\min_{(x,c) \in \mathcal{P}_{\text{gen}}^f} \langle x, y \rangle + c \leq \min \{ \min_{x \in \partial f(X)} \langle x, y \rangle + f(X) - x(X) \mid X \subseteq V \}$. In order to show this, observe that for any set $X$, and point $x \in \partial f(X)$, $(x, f(X) - x(X)) \in \partial f(X)$. Hence the second expression can be obtained by taking only a subset of the polyhedron $\mathcal{P}_{\text{gen}}^f$, and hence is a upper bound. We then show that $\min_{(x,c) \in \mathcal{P}_{\text{gen}}^f} \langle x, y \rangle + c \geq \min \{ \min_{x \in \partial f(X)} \langle x, y \rangle + f(X) - x(X) \mid X \subseteq V \}$, by invoking Corollary 2.3. The minimum on the LHS must occur at an extreme point of $\mathcal{P}_{\text{gen}}^f$, which implies that $x$ is an extreme point of $\partial f(X)$ for some set $X$, and $c = f(X) - x(X)$. Hence this implies that $\min_{(x,c) \in \mathcal{P}_{\text{gen}}^f} \langle x, y \rangle + c \geq \min \{ \min_{x \in \partial f(X)} \langle x, y \rangle + f(X) - x(X) \mid X \subseteq V \}$, since the LHS equals a particular instance of the RHS. This completes the proof. \qed

Unfortunately however, the generalized submodular upper polyhedron is no longer easy to characterize. This is related to the fact that the superdifferentials of a submodular function are not easy to characterize.

Lemma 2.24. The generalized submodular upper membership problem for a submodular function $f$ – i.e given a $x \in \mathbb{R}^n$, $c \in \mathbb{R}$, the problem whether $(x,c) \in \mathcal{P}_{\text{gen}}^f$ is NP hard for $c > 0$. Furthermore, for any $y \in \mathbb{R}^n$, solving a linear program over this polyhedron, i.e $\min_{(x,c) \in \mathcal{P}_{\text{gen}}^f} \langle x, y \rangle + c$ is also NP hard.

Proof. The first part of the result follows from the fact that asking whether $(x,c) \in \mathcal{P}_{\text{gen}}^f$ is equivalent to asking whether $\max_{X \subseteq V} [f(X) - x(X) - c] \leq 0$, which can be rewritten as $\max_{X \subseteq V} [f(X) - x(X)] \leq c$. This is the decision version of submodular maximization, which is NP hard. The second part follows directly from the first since the membership problem on a polyhedron is equivalent to a linear program over this polyhedron [Grotschel et al., 1984, Schrijver, 2003]. \qed

We can also prove the second part, by observing that solving a linear program over the generalized submodular polyhedron is NP hard, is equivalent to computing the concave
Figure 2.10: Three different views of the generalized submodular upper (shown in blue) and lower (shown in red) polyhedron, for a submodular function $f : 2^{\{1,2\}} \rightarrow \mathbb{R}$, with $f(\emptyset) = 0, f(\{1\}) = 1, f(\{2\}) = 2, f(\{1,2\}) = 2.5$. Notice that all the extreme points of the generalized submodular lower polyhedron are on the plane $c = 0$ – the two extreme points are $\{1, 1.5, 0\}$ and $\{0.5, 2, 0\}$. In the generalized submodular upper polyhedron, however, one of the extreme points is on $c = 0$ (this extreme point is $\{1, 2, 0\}$), while the other extreme point is $\{0.5, 1.5, 0.5\}$ (here $c > 0$).

extension of a submodular function (we show this in Lemma 2.82). Computing this concave extension, however, is NP hard [Dughmi, 2009, Vondrák, 2007].

Recall that in the case of the generalized submodular lower polyhedron, the extreme points of this polyhedron were identical to the extreme points of the submodular lower polyhedron (i.e all extreme points of the generalized submodular lower polyhedra occurred when $c = 0$), which meant that the linear program over the two polyhedra was the same. This is not the case in the generalized submodular upper polyhedra. To see this, consider a simple example with $V = \{1, 2\}$. 
Example 2.4. First consider the generalized submodular lower polyhedra when $V = \{1, 2\}$.

\[
P^f_{\text{gen}} = \{ (x, c) \in \mathbb{R}^3 : c \leq 0, \quad
\begin{align*}
\quad & x_1 + c \leq f(\{1\}), \\
\quad & x_2 + c \leq f(\{2\}), \\
\quad & x_1 + x_2 + c \leq f(\{1, 2\}) \}
\] (2.70)
\]

Then, it is immediate that the only extreme points in this case are \{f(\{1\}), f(\{2\}|\{1\}), 0\} and \{f(\{1\}|\{2\}), f(\{2\}), 0\}, which are obtained by setting Eqns (2.70), (2.71), (2.73) and Eqns (2.70), (2.72), (2.73) as equalities. The extreme points in this case, are a direct product between the extreme points of $P_f$ and $c = 0$. Hence all extreme points lie on the face $c = 0$.

This is not the case for the generalized submodular upper polyhedron. Consider again the example with $V = \{1, 2\}$.

Example 2.5. The generalized upper submodular polyhedron in this case is,

\[
P^f_{\text{gen}} = \{ (x, c) \in \mathbb{R}^3 : c \geq 0, \quad
\begin{align*}
\quad & x_1 + c \geq f(\{1\}), \\
\quad & x_2 + c \geq f(\{2\}), \\
\quad & x_1 + x_2 + c \geq f(\{1, 2\}) \}
\] (2.74)
\]

Then, it is immediate that the only extreme points in this case are \{f(\{1\}), f(\{2\}), 0\} and \{f(\{1\}|\{2\}), f(\{2\}|\{1\}), f(\{1\}) + f(\{2\}) - f(\{1, 2\})\}, which are obtained by setting Eqns (2.74), (2.75), (2.76) and Eqns (2.75), (2.76), (2.77) as equalities (setting the other combination of inequalities as equalities does not give extreme points). Hence while one of the extreme points here is \{f(\{1\}), f(\{2\}), 0\}, which is the direct product between $P^f$ and $c = 0$, the other extreme point occurs at $c > 0$ (when $f$ is strictly submodular).
Inner and outer bounds on the generalized submodular upper polyhedron

In a manner similar to the superdifferential, we can provide inner and outer bounds of the generalized submodular upper polyhedron. In particular, let \( g^X \in \partial f(X) \) be a supergradient, that is easy to obtain. Then, \( m^X(Y) = f(X) + g_X(Y) - g^X(X) \) is a modular upper bound of \( f(Y), \forall Y \subseteq V \). Given a set \( \{g^X|X \subseteq V\} \) of such supergradients, we may define a polytope:

\[
\mathcal{P}^f_{g,\text{gen}} = \text{conv-hull}\{(g_Y, f(Y) - g_Y(Y)), \forall Y \subseteq V\} \tag{2.78}
\]

It is not hard to see that \( \mathcal{P}^f_{g,\text{gen}} \subseteq \mathcal{P}^f_{\text{gen}} \) since it is formed using some specific supergradients. Moreover, many of these bounds can be combined together by taking the convex hull of these polyhedra. We shall be interested by the polytopes formed by the supergradients \( \hat{g}_Y, \check{g}_Y \) and \( \bar{g}_Y \) (which we call \( \mathcal{P}^f_{1,\text{gen}}, \mathcal{P}^f_{2,\text{gen}} \) and \( \mathcal{P}^f_{3,\text{gen}} \)) and supergradients related to these. These bounds, as we shall see, have interesting connections to concave extensions (which we shall describe Section 2.7) and ultimately to submodular maximization. One can similarly also define outer bounds of the generalized submodular upper polyhedron, by considering only a subset of inequalities defining \( \mathcal{P}^f_{\text{gen}} \). We do not pursue this here, however.

2.7 Concave extensions of a submodular function

Following the characterizations of the convex extensions of a submodular function, we can define the concave extensions also two viewpoints, one in the distributional setting and another in the polyhedral setting. These results follow in the lines of the results shown for the convex extensions.

2.7.1 Polyhedral characterization of the concave extension

Similar to the convex extension, the concave extension of any set function (not necessarily submodular) can be seen as the pointwise supremum of concave functions which lower bound the set function [Dughmi, 2009]. More clearly, let

\[
\Psi_f = \{ \psi : \psi \text{ is concave in } [0, 1]^V \text{ and } \psi(1_X) \geq f(X), \forall X \subseteq V\}. \tag{2.79}
\]
Then define:

\[ \hat{f}(w) = \min_{\psi \in \Psi_f} \psi(w). \]  

(2.80)

Following arguments similar to the convex extension, eqn. (2.80) can be expressed as a linear program over the generalized submodular upper polyhedron.

**Lemma 2.25.** The concave extension in Eqn. (2.80) in any set function \( f \) can be expressed as:

\[ \hat{f}(w) = \min_{(y, c) \in \mathcal{P}_{f, gen}} \langle y, w \rangle + c, \forall w \in [0, 1]^{|V|} \]  

(2.81)

**Proof.** The proof of this Lemma follows along the lines of the proof of Lemma 2.6. For a given \( w \), let \( \hat{\psi} \) be an argmin in Eqn. (2.80). Then since \( \hat{\psi} \) is a concave function in \([0, 1]^{|V|}\), there exists a supergradient \( x \in \mathbb{R}^n \) at \( w \) and value \( d \), such that \( \langle x, y \rangle + d \geq \hat{\psi}(y), \forall y \) and \( \langle x, w \rangle + d = \hat{\psi}(w) \).

In other words, \( \langle x, y \rangle + d \) is a linear upper bound of \( \hat{\psi}(y) \), tight at \( w \). Hence \( \hat{f}(w) = \langle x, w \rangle + d \).

Finally notice that \( (x, d) \in \mathcal{P}_{f, gen} \) since \( x(X) + d \geq \hat{\psi}(1_X) \geq f(X), \forall X \subseteq V \).

Unlike the case of the convex extension, however, this is not equivalent to an optimization over the submodular upper polyhedron. Moreover, this expression requires solving a linear program over the submodular upper polyhedron, it follows from Theorem 2.24 that obtaining the concave extension is NP hard. We shall revisit this result, in the next subsection, while investigating the distributional characterization.

Interestingly we can define a number of concave extensions based on relaxations of the polyhedral representation. In particular, consider the inner approximations of the generalized submodular upper polyhedron \( \mathcal{P}_{g, gen} \), defined via a particular supergradient \( g \). Instead of minimizing over all affine upper bounds, we can minimize only over a particular class of modular upper bounds. Then, we can define the following form of a concave extension:

\[ \hat{f}_g(w) = \min_{(y, c) \in \mathcal{P}_{g, gen}} \langle y, w \rangle + c = \min_{Y \subseteq V} \langle y, g_Y \rangle + f(Y) - g_Y(Y), \forall w \in [0, 1]^{|V|} \]  

(2.82)

In particular, the above turns the linear program into a discrete optimization problem. Moreover, the concave extension \( \hat{f}_g \) is guaranteed to be an upper bound of \( \hat{f} \). We can define
three variants of these extensions using the supergradients \( \hat{g}_Y, \check{g}_Y \) and \( \bar{g}_Y \), which we call \( \hat{f}_1, \hat{f}_2 \) and \( \hat{f}_3 \). It is easy to see that the concave extension \( \hat{f}_3 \) can in fact, be obtained in polynomial time, since it involves submodular function minimization.

The class of concave extensions from Eqn. (2.82) has some very interesting connections to a form of concave extension proposed in [Vondrák, 2007] for monotone submodular functions. In particular, where [Vondrák, 2007] defined a concave function \( \hat{f}_g \):

\[
\hat{f}_g(x) = \min \{ [f(Y) + \sum_{j \in V} x(j)f(j|Y)] | Y \subseteq V \} 
\]  

This extension, can be seen as a special case of Eqn. (2.82) with a particular set of supergradients \( g_Y \) for a monotone submodular function, defined as:

\[
g_Y(j) = \begin{cases} 
0 & \text{if } j \in Y \\
\hat{f}(j|Y) & \text{if } j \not\in Y 
\end{cases} 
\]  

This supergradient is related to the supergradient \( \check{g}_Y \) except replacing the elements for \( j \in Y \) with 0. For a monotone submodular function, this continues to remain a supergradient. This form of concave extension is NP hard to evaluate (see Section 3.7 in [Vondrák, 2007]). This shall still be useful in obtaining approximate maximizers in certain special cases (we investigate this in Section 2.7.4).

2.7.2 Distributional characterization of the concave extension

An alternate and equivalent characterization can be provided through the distributional lens.

**Lemma 2.26.** Denote \( \Lambda_w \) as the set:

\[
\Lambda_w = \{ \lambda_S, S \subseteq V : \sum_{s \subseteq V} \lambda_S 1_S = w, \sum_{s \subseteq V} \lambda_S = 1 \} 
\]  

The concave extension from Eqn. (2.81) then can also be represented as:

\[
\hat{f}(w) = \max_{\lambda \in \Lambda_w} \lambda_S f(S) 
\]
The proof of the above follows on similar lines as the convex extension, and is shown in [Dughmi, 2009]. Unfortunately, unlike the convex extension, this extension is NP hard to evaluate and optimize over.

**Proposition 2.3.** Given a submodular function $f$, it is NP hard to evaluate and optimize $\tilde{f}$.

This result was shown in [Vondrák, 2007].

Similar to the polyhedral characterization, we can relax the distributional characterization to consider specific distributions. In particular, we can obtain the multilinear extension, through a particular distribution, $\lambda_X = \prod_{i \in X} x_i \prod_{i \notin X} (1 - x_i)$.

$$\tilde{f}(x) = \sum_{X \subseteq V} f(X) \prod_{i \in X} x_i \prod_{i \notin X} (1 - x_i)$$

(2.87)

It is not hard to see that this forms a lower bound on the concave extension $\hat{f}$. This extension, unlike most extensions seen earlier, however, is not concave. Similar to the concave extension it is hard to evaluate this extension, and requires sampling [Vondrák, 2007].

### 2.7.3 Concave extensions of subclasses of submodular functions

While the concave extension $\hat{f}(x)$ is NP hard to compute in general, it can be done efficiently for certain subclasses of submodular functions. These include, for example, sums of weighted matroid rank functions [Vondrák, 2007], and the class of $M^k$-concave functions (c.f. Theorem 6.42 in [Murota, 2003]).

### 2.7.4 Concave extensions and submodular maximization

The concave extensions and the multilinear extension have interesting connections to submodular maximization. The following lemma from [Vondrák, 2007] connects many of these extensions:

**Lemma 2.27.** [Vondrák, 2007] For every monotone submodular function $f$, $\hat{f}(x) \geq \tilde{f}(x) \geq (1 - \frac{1}{e})\tilde{f}(y)$.
It is also easy to relate all the three extensions of a submodular function, viz. the convex extension, the concave extension and the multilinear extension.

**Lemma 2.28.** Given a submodular function, it holds that

\[ \hat{f}(x) \geq \tilde{f}(x) \geq \check{f}(x) \]  \hspace{1cm} (2.88)

**Proof.** The proof of this result follows directly from the distributional characterization of the convex and concave extensions. Note that the multilinear extension is a particular distribution, the concave extension is a pointwise maximum over all distributions, while the convex extension is a pointwise minimum over these distributions.

The facts above were used in providing a relaxation based algorithm for maximizing a subclass of submodular functions efficiently [Vondrák, 2007]. This relaxation based algorithm, maximizes the concave extension \( \hat{f}(x) \), which though NP hard to optimize in general, can be maximized in certain special cases. The particular special case which is considered in [Vondrák, 2007], is the class of weighted matroid rank functions for which the concave extension has a simple form. Furthermore, a simple pipage rounding trick ensures no integrality gap with respect to the multilinear extension, thus providing a \( 1 - \frac{1}{e} \) approximation algorithm for the problem of maximizing a monotone submodular function subject to a matroid constraint. Furthermore, later, a conditional gradient style algorithm, also called the continuous greedy algorithm [Vondrák, 2008] directly optimizes the multi-linear extension, thereby providing a general \( 1 - 1/e \) approximation algorithm for monotone submodular maximization subject to matroid constraints. This was later extended to the non-monotone case by [Chekuri et al., 2011].

### 2.8 Optimality Conditions for submodular maximization

Just as the subdifferential of a submodular function provides optimality conditions for submodular minimization, the superdifferential provides the optimality conditions for submodular maximization.
2.8.1 Unconstrained submodular maximization

In this section, we consider the general problem of unconstrained submodular maximization:

$$\max_{X \subseteq V} f(X)$$  \hspace{1cm} (2.89)

Given a submodular function, we can give the KKT like conditions for submodular maximization, in the following theorem:

**Lemma 2.29.** For a submodular function $f$, a set $A$ is a maximizer of $f$, if $0 \in \partial f(A)$.

However as expected, finding the set $A$, with the property above, or even verifying if for a given set $A$, $0 \in \partial f(A)$ are both NP hard problems (from Proposition 2.18). However thanks to the submodularity, we show that the outer bounds on the superdifferential provide approximate optimality conditions for submodular maximization. Moreover, unlike the superdifferential, these bounds are easy to obtain.

**Proposition 2.4.** For a submodular function $f$, if $0 \in \partial f((1,1))(A)$ then $A$ is a local maxima of $f$ (that is, $\forall B \supseteq A, f(A) \geq f(B), \forall C \subseteq A, f(A) \geq f(C)$). Furthermore, if we define $S = \arg\max_{X \subseteq \{A,V \setminus A\}} f(A)$, then $f(S) \geq \frac{1}{3}\OPT$ where $\OPT$ is the optimal value.

The above result is interesting observation, since a very simple outer bound on the superdifferential, leads us to an approximate optimality condition for submodular maximization. The local optimality condition follows directly from the definition of $\partial f((1,1))(A)$ and the approximation guarantee follows from Theorem 3.4 in [Feige et al., 2011b].

We can also provide an interesting sufficient condition for the maximizers of a submodular function.

**Lemma 2.30.** If for any set $A$, $0 \in \partial f_{i,(1,2)}(A)$, then $A$ is the global maxima of the submodular function. In particular, if a local maxima $A$ is found (which is typically easy to do), it is guaranteed to be a global maxima, if $0 \in \partial f_{i,(1,2)}(A)$.

**Proof.** This proof follows from the fact that $\partial f_{i,(1,2)}(A) \subseteq \partial f(A) \subseteq \partial f_{(1,1)}(A)$. Thus, if $0 \in \partial f_{i,(1,2)}(A)$, it must also belong to $\partial f(A)$, which means $A$ is the global optimizer of $f$. \(\square\)
We can also provide similar results for constrained submodular maximization as we show in the following subsection.

2.8.2 Constrained submodular maximization

We consider here a constrained submodular maximization problem, with \( \mathcal{C} \) representing a set of sets, also called combinatorial constraints.

\[
\max_{X \in \mathcal{C}} f(X) \tag{2.90}
\]

For example \( \mathcal{C} \) could represent a cardinality constraint \( \{ X \subseteq V : |X| \leq m \} \), or a spanning tree, matching, s-t path etc. Another common type of constraints are matroid constraints. Denote \( \mathcal{I} \) is the independent set of a matroid \( \mathcal{M} \). Then \( \mathcal{C} = \{ X : X \in \mathcal{I} \} \) is a matroid constraint. Similarly \( \mathcal{C} = \{ X \subseteq V : c(X) \leq B \} \) represents a knapsack constraint.

Then in this case we modify the definition of \( \partial^{f}_{\mathcal{C}}(A) \) as follows:

\[
\forall A \in \mathcal{C}, \partial^{f}_{\mathcal{C}}(A) = \{ x \in \mathbb{R}^n : f(X) - f(A) \leq x(X) - x(A), \forall X \in \mathcal{C} \} \tag{2.91}
\]

In other words we only consider the sets belonging to the constraints. Then we can trivially define a KKT like optimality condition for this problem:

**Lemma 2.31.** For a submodular function \( f \), a set \( A \) is a maximizer of the problem \( \max_{X \in \mathcal{C}} f(X) \), if \( 0 \in \partial^{f}_{\mathcal{C}}(A) \).

Clearly finding the set above is NP-hard. However, similar to the unconstrained setting, we show that, in a number of cases, approximating the superdifferential can lead to polynomial time algorithms for constrained submodular maximization with worst case approximation guarantees. Consider the following scenarios:

*Constrained Monotone Submodular function Maximization*

Consider here a case where \( f \) is a monotone submodular function, and \( \mathcal{C} \) is the constraint that the set belongs to the intersection of the independence sets of \( k \) matroids.
Let $\mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_k$ represent $k$ matroids, with independence sets $\mathcal{I}_1, \mathcal{I}_2, \ldots, \mathcal{I}_k$. Then $\mathcal{C} = \{X : X \in \cap_{i=1}^k \mathcal{I}_i\}$. Again, analogous to the superdifferential $\partial^f_C$, we can also define the outer-bounds $\partial^f_{C,(k,l)}$ restricted to $\mathcal{C}$.

Then we have the following observation, for the problem of monotone submodular maximization subject to matroid constraints.

**Observation 2.1.** Given a monotone submodular function $f$ and a constraint $\mathcal{C} = \cap_{i=1}^k \mathcal{I}_i$, for any set $A \in \mathcal{C}$,

1. if $0 \in \partial^f_{C,(2,k+1)}(A)$, then $f(A)$ is guaranteed to be at least $\frac{1}{k+1}$ times the optimal value. In particular, for the special case of monotone submodular maximization subject to a single matroid constraint, for any set $A \in \mathcal{C}$, if $0 \in \partial^f_{C,(2,2)}(A)$, then $f(A)$ is guaranteed to be at least $\frac{1}{2}$ times the optimal value.

2. If $k = 1$ and $\mathcal{C}$ is a cardinality (uniform matroid constraint $\{X : |X| \leq m\}$), for any $r > 0$, a set $A$ satisfying $0 \in \partial^f_{C,(r+1,r+1)}$ is guaranteed to have an approximation guarantee no worse than $\frac{m}{2m-r}$.

The first part of the observation (i.e point 1) follow directly from Corollary 2.4 in [Lee et al., 2009a]. In the case of $k = 1$, the same result was shown in [Fisher et al., 1978]). Moreover, it was also shown in [Fisher et al., 1978], that for the problem of monotone submodular maximization subject to $k > 1$ matroid constraints, the approximate optimality conditions $0 \in \partial^f_{C,(2,2)}(A)$, can be arbitrarily bad, thus requiring ‘higher order’ optimality conditions. We also remark that when $r = 1$ (i.e submodular maximization subject to a single matroid constraint), this the same approximation factor can be obtained by the simple greedy algorithm [Nemhauser et al., 1978]. The second part of the above observation (which is submodular maximization subject to cardinality constraints) follows from Theorem 8 in [Filmus, 2013]. In the case when $r = 1$, the condition $0 \in \partial^f_{C,(2,2)}$ provides a guarantee of $m/(2m-1)$ which is a slight improvement of $1/2$ in the special case of cardinality constraints. An interesting observation is that with better forms of local optima (i.e the condition
$0 \in \partial^f_{C,(r+1,r+1)}$ is a local optima upto size $r$), imply better approximation guarantees to this problem. The main insight in these results, is that the local optima which are obtained through the local search algorithms, can all be viewed as approximate optimality conditions on the superdifferential of a submodular function.

The approximation factor for $k \geq 2$ matroids can actually be improved as shown in [Lee et al., 2009b].

**Observation 2.2.** Given a maximization problem of a monotone submodular function $f$, subject to $k > 1$ matroid constraints, for a set $A \in \mathcal C$, if $0 \in \partial^f_{C,(p+1,kp+1)}(A)$, then $f(A)$ is guaranteed to be at least $\frac{1}{k+1/p}$ times the optimal value. In particular, for a special case of monotone submodular maximization subject to 2 matroid constraints, for any set $A \in \text{mathcalC}$, if $0 \in \partial^f_{C,(p+1,2p+1)}(A)$, then $f(A)$ is guaranteed to be at least $\frac{1}{2+1/p}$ times the optimal value.

This result is the best known result for $k > 1$ matroids and it follows from Corollary 3.1 in [Lee et al., 2009b]. Similar to the monotone setting, the observation here is that the local optimality conditions from [Lee et al., 2009b], can be viewed easily as approximate optimality conditions on the superdifferential of $f$.

**Constrained Symmetric Submodular function Maximization**

Finally we consider the case of non-monotone submodular maximization subject to $k$ matroid constraints. Consider the case of symmetric submodular functions.

**Observation 2.3.** Given a symmetric submodular function $f$,

1. If the constraint $\mathcal C = \cap_{i=1}^k \mathcal I$, for any set $A \in \mathcal C$ satisfying $0 \in \partial^f_{C,(2,k+1)}(A)$, $f(A)$ is guaranteed to be at least $\frac{1}{k+2}$ times the optimal value.

2. If $\mathcal C$ is the constraint that the set be a base of a matroid, any set $A$ satisfying $0 \in \partial^f_{C,(2,2)}(A)$ is guaranteed to have a valuation at least $1/3$ of the optimal.
All the results in this proposition, follow directly from the results in [Lee et al., 2009a]. The first part follows from Theorem 2.8, while the second part is implied by Theorem 5.1.

**Constrained Non-monotone Submodular function Maximization**

Finally, we provide an approximation bound for non-monotone submodular maximization.

**Observation 2.4.** Given a non-monotone submodular function $f$, and $C$ is a cardinality (uniform matroid constraint $\{X : |X| \leq m\}$), for any $r > 0$, a set $A$ satisfying $0 \in \partial^f_{C,(r+1, r+1)}$ is guaranteed to have an approximation guarantee no worse than $\frac{r}{2^{m-r}}$.

This result follows directly from Theorem 8 in [Filmus, 2013]. The best bounds for non-monotone submodular maximization, require running several iterations of local search procedures. In particular, the procedure of [Lee et al., 2009a] runs $k+1$ local search procedures to obtain a $1/(k+2+1/k)$ approximation algorithm for non-monotone submodular maximization subject to a single matroid constraint. When $k = 1$, running two rounds of this local search procedure results in a $1/4$ approximation. The individual local search procedures here obtains a set $A$ satisfying $0 \in \partial^f_{C,(2, k)}(A)$.

**2.9 Concave Characterizations: Discrete Separation Theorem and Fenchel Duality Theorem**

In Section 2.5, we investigated forms of the Discrete Separation Theorem, Fenchel Duality Theorem and Minkowski Sum Theorem for submodular functions and their associated polyhedra when seen from the convex perspective. We analyze forms of the Discrete Separation Theorem and Fenchel Duality Theorem for submodular functions and their associated polyhedra, now from the concave perspective.

**2.9.1 Discrete Separation Theorem**

We first show that a restricted version of the Discrete Separation Theorem holds. In particular, we investigate the concave variant of the Discrete Separation Theorem, and show that under
some restricted settings, given a submodular function $f$ and a supermodular function $g$ with $f(X) \leq g(X), \forall X$, there exists a modular function $h$ such that $f(X) \leq h(X) \leq g(X)$. Then the following Lemma holds:

**Lemma 2.32.** Given a submodular function $f$ and a supermodular function $g$, such that $f(X) \leq g(X), \forall X \subseteq V$, such that $f(\emptyset) = g(\emptyset)$ or $f(V) = g(V)$, there exists a modular function $h$ such that $f(X) \leq h(X) \leq g(X), \forall X \subseteq V$. Moreover, when $f$ and $g$ are integral (and satisfy the conditions above), there exists an integral $h$ satisfying the above.

**Proof.** Assume first that $f(\emptyset) = g(\emptyset)$. Then let $h(X) = f(\emptyset) + \sum_{j \in X} f(j|\emptyset)$. Then the following chain of inequalities hold:

$$f(X) \leq h(X) = f(\emptyset) + \sum_{j \in X} f(j|\emptyset) \leq g(\emptyset) + \sum_{j \in X} g(j|\emptyset) \leq g(X)$$ (2.92)

Since $f(j|\emptyset) = f(j) - f(\emptyset) \leq g(j) - g(\emptyset) = g(j|\emptyset)$. The rest of the inequalities follow from submodularity (and supermodularity) of $f$ (and $g$). The result for when $f(V) = g(V)$ analogously follows by considering the functions $f(V \setminus X)$ and $g(V \setminus X)$ which are submodular and supermodular respectively. 

The Lemma above can in fact be generalized. In particular, it is not hard to see that the result goes through whenever $\arg\min_X [g(X) - f(X)]$ is either $\emptyset$ or $V$. In general, we can also provide another restricted form of the Discrete Separation Theorem:

**Lemma 2.33.** Given a submodular function $f$ and a supermodular function $g$, such that $f(X) \leq g(X), \forall X \subseteq V$, let $A = \arg\min_X [g(X) - f(X)]$. Then there exists a modular function $h$ such that $f(X) \leq h(X) \leq g(X), \forall X : X \subseteq A$ or $X \supseteq A$.

**Proof.** The proof of this result is analogous to the earlier one. Given $A = \arg\min_X g(X) - f(X)$, assume without loss of generality that $f(A) = g(A)$. The reason, this holds without loss of generality is that, suppose that there exists a vector $h$ which separates $f$ and $g$ when $f(A) = g(A)$, the vector will continue to separate $f$ and $g$ when $f < g$. Then define $h(X) = f(A) + \sum_{j \in X \setminus A} f(j|A) - \sum_{j \in A \setminus X} f(j|A \setminus j)$. It is easy to see that $f(X) \leq
\[ h(X), \forall X \subseteq A, X \supseteq A. \] Moreover, \[ h(X) = f(A) + \sum_{j \in X \setminus A} f(j | A) - \sum_{j \in A \cap X} f(j | A \setminus j) \leq g(A) + \sum_{j \in X \setminus A} g(j | A) - \sum_{j \in A \cap X} g(j | A \setminus j) \leq g(X), \forall X \subseteq A, X \supseteq A. \]

The Discrete Separation Theorem may not, however, hold under the most general conditions on \( f \) and \( g \). However, the do hold for certain subclasses. For example, if \( f \) is a \( M^2 \)-concave function (which is submodular), and \( g \) is a \( M^2 \)-convex function (which is supermodular), the discrete separation theorem always holds (c.f Theorem 8.15 in [Murota, 2003]).

### 2.9.2 Fenchel Duality Theorem

Finally we show that a version of the Fenchel duality Theorem also holds in certain restricted cases. Given a submodular function \( f \) (or equivalently supermodular function \( g \)), define the concave Fenchel dual functions \( f_* \) (or equivalently \( g_* \)) as:

\[
\begin{align*}
  f_*(y) &= \min_{X \subseteq V} y(X) - f(X), \\
  g_*(y) &= \max_{X \subseteq V} y(X) - g(X).
\end{align*}
\] (2.93)

The Fenchel duals \( f_* \) and \( g_* \) are concave and convex functions respectively. Unlike the convex Fenchel duals, obtaining these expressions exactly is NP hard, since it corresponds to submodular maximization. These can however be approximately obtained upto constant factors. The following Lemma then gives a restricted version of Fenchel Duality Theorem:

**Lemma 2.34.** Given a submodular function \( f \) and a supermodular function \( g \) such that the Discrete Separation Theorems hold,

\[
\max_{X \subseteq V} f(X) - g(X) = \min_x g_*(x) - f_*(x)
\] (2.94)

Further if \( f \) and \( g \) are integral (and satisfy the DST), the maximum on the right hand side is attained by an integral vector \( x \).

**Proof.** The proof of this result follows directly from Theorem 4 of [Fujishige and Narayanan, 2005]. In particular, [Fujishige and Narayanan, 2005] show that given set functions \( f \) and \( g \) such that the discrete separation theorem holds, the Fenchel duality theorem will also hold for this pair of functions \( f \) and \( g \). \qed
Unlike the Fenchel Duality Theorem from the convex perspective, the result above may not hold in the most general setting. Moreover, if the functions \( f \) and \( g \) are \( M^2 \)-concave and \( M^2 \)-convex respectively, the Fenchel duality theorem always holds (c.f Theorem 8.21 in [Murota, 2003]).

2.9.3 Minkowski Sum Theorem

Analogous to the results above, we show a certain restricted form of the Minkowski Sum Theorem.

**Lemma 2.35.** Given two submodular functions \( f_1 \) and \( f_2 \), it holds that (the addition of the polyhedra below corresponds to a point-wise addition):

\[
P^{f_1+f_2} = P^{f_1} + P^{f_2}
\]  

(2.95)

Similarly, \( \partial^{f_1+f_2}(\emptyset) = \partial^{f_1}(\emptyset) + \partial^{f_2}(\emptyset) \) and \( \partial^{f_1+f_2}(V) = \partial^{f_1}(V) + \partial^{f_2}(V) \).

**Proof.** This result follows directly from the definitions. In particular, it is easy to see that the extreme points of these polyhedra can be explicitly characterized by a submodular function. For example, the polyhedron \( P^{f_1} \) has a single extreme point defined by the vector \( f_1(j), j \in V \). Similarly, the extreme point of \( P^{f_2} \) is \( f_2(j), j \in V \), and the extreme point of \( P^{f_1+f_2} \) is \( f_1(j) + f_2(j), j \in V \), and hence the Minkowski sum theorem holds. \( \square \)

Unlike the Minkowski Sum theorem on the subdifferential and submodular polyhedron, the result above may not hold for the superdifferential of any arbitrary set \( \partial^f(X) \) and the generalized submodular upper polyhedron \( \mathcal{P}^f_{\text{gen}} \). They do hold, however, for certain subclasses of submodular functions, like the class of \( M^2 \)-concave functions. This fact easily follows from Theorem 3 in [Fujishige and Narayanan, 2005], and the fact that \( M^2 \)-concave functions satisfy the Fenchel duality theorem.


2.10 Conclusions and Open Problems

In this manuscript, we investigated several connections between convex and concave aspects of submodular functions. We provided characterizations of the superdifferentials, concave extensions and separation and duality theorems related to concave aspects of a submodular function, and connected these new results to existing results on the convex aspects of submodular functions. To our knowledge, this is the first work in this direction. We also show how for specific subclasses of submodular functions, like the class of $M^2$-concave set functions, this characterization is exact, while for other submodular functions, this can be done approximately.

We also leave a few open problems.

- Are there are other subclasses of submodular functions (apart from the class of $M^2$-concave set functions, for which the concave aspects, like the superdifferentials, concave extensions and characterizations like the discrete separation theorem, Fenchel duality theorem etc. can be provided exactly. In particular, we saw that the $M^2$-concave set functions, satisfy the property that $\partial f(X) = \partial f_{\Delta(2,2)}(X)$. An interesting question is whether there are other interesting subclasses of submodular functions, which satisfy similar conditions on their superdifferential. Characterizing such functions, could have a direct consequence on maximizing these subclasses of submodular functions.

- In section 2.8, we investigated optimality conditions related to submodular maximization, and its connection to the superdifferential. An interesting open problem is if this characterization could provide insight into algorithms for submodular maximization, and conditions when submodular maximization can be done exactly. Moreover, it also is interesting that approximating the superdifferential provides different approximation algorithms for submodular maximization. It will be interesting if there is a principled relationship between these two.

- In Section 2.9, we study the Fenchel duality Theorem, Discrete Separation Theorem...
and Minkowski sum theorem, and show that these results hold under restricted settings. An open question is if Edmonds intersection theorem (cf. Section 4.1 in Fujishige [2005]) also holds under certain restricted settings.

• Finally, thanks to the Minkowski sum theorem, the Lovász extension of a submodular function satisfies that $\tilde{f}_1 + f_2(x) = \tilde{f}_1(x) + \tilde{f}_2(x)$, i.e. the Lovász extension of a sum of two submodular functions is equal to the sum of the individual Lovász extensions. An open problem is whether this relation holds (under restricted settings possibly) for the concave extensions.
Chapter 3

SUBMODULAR FUNCTION MINIMIZATION

3.1 Introduction

In this chapter, we address the problem of submodular function minimization:

\[
\text{Problem 1: } \min_{X \in \mathcal{C}} f(X),
\]

where \( f : 2^V \to \mathbb{R} \) is a discrete set function on subsets of a ground set \( V = \{1, 2, \cdots, n\} \), and \( \mathcal{C} \subseteq 2^V \) is a family of feasible solution sets. The set \( \mathcal{C} \) could express, for example, that solutions must be an independent set in a matroid, a limited budget knapsack, or a cut (or spanning tree, path, or matching) in a graph. Without making any further assumptions about \( f \), the above problems are trivially worst-case exponential time and moreover inapproximable. If we assume that \( f \) is submodular, however, then in many cases the above problems can be approximated and in some cases solved exactly in polynomial time.

3.1.1 Unifying Algorithmic Framework

In this chapter, we provide a class of combinatorial algorithms for Problem 1. The first class of algorithms is a Majorization-Minimization style (MM) algorithm, which is scalable and practical. This framework makes two contributions. For unconstrained minimization, we obtain new nontrivial bounds on the lattice of minimizers, thereby reducing the possible space of candidate minimizers. This method easily integrates into any other exact minimization algorithm as a preprocessing step to reduce running time. In the constrained case, we obtain practical algorithms with bounded approximation factors. We observe these algorithms to be empirically competitive to more complicated ones. While the Majorization-Minimization scheme of algorithms are not new to machine learning, most of these algorithms, however, lack
theoretical guarantees. This chapter shows, by contrast, that for submodular optimization, MM algorithms have strong theoretical properties and empirically work very well. In this thesis, we shall denote Majorization-Minimization by MMin. As a whole, this framework offers a new unifying perspective and basis for treating submodular minimization problems in both the constrained and unconstrained case.

Another class of algorithms we investigate, are based on using approximations of a submodular function. The tightest approximation is the Ellipsoidal Approximation [Goemans et al., 2009], which also correspondingly provides the tightest approximation guarantees for these problems. Unlike the MM algorithms however, these methods are not practical for real world applications.

3.1.2 Novel theoretical characterizations

Since many of the worst case guarantees are often much more pessimistic compared to the ones we observe in practice, it means that these lower bounds are specific to rather contrived classes of functions, whereas much better results can be achieved in many practically relevant cases. Given the increasing importance of submodular functions in machine learning, these observations beg the question of qualifying and quantifying properties that make sub-classes of submodular functions more amenable to learning and optimization. In this chapter, we also investigate the role of complexity parameters like the curvature, approximate monotonicity and submodularity ratio in the approximation guarantees, and show how they improve the worst case guarantees for practically relevant submodular functions, thus offering better connections between theory and practice. Interestingly, we show that the same theoretical constructs provide improved guarantees both for minimization and maximization (we shall study submodular maximization in chapter 4).

3.1.3 Worst case hardness and tight approximation algorithms

We also investigate the hardness of various instances of Problem 1, and the approximation guarantees of the algorithms, in the light of the theoretical characterizations above. We note
that, while the Ellipsoidal Approximation scheme (EA) provides theoretically the tightest guarantees, it is not scalable and practical. The Majorization-Minimization (MM) algorithms on the other hand, have slightly weaker worst case factors, but are extremely scalable and practical. Empirically however, we demonstrate that the scalable MMMin algorithms perform comparable to the Ellipsoidal Approximation class of algorithms for several real world problems involving submodular minimization.

3.2 Motivating Applications

Submodularity’s escalating popularity in machine learning is due to its natural applicability. Indeed, instances of Problem 1 are seen in many forms. Submodular functions very naturally capture notions of cooperation and attraction amongst items, and algorithmic complexity, when seen from the perspective of submodular minimization. Below we summarize some of the applications of Problem 1, which highlight this.

MAP inference in MRFs and Image Segmentation: Markov Random Fields with pairwise attractive potentials are important in computer vision, where MAP inference is identical to unconstrained submodular minimization solved via minimum cut [Boykov and Jolly, 2001].

Cooperative Cuts: While the MRF based models described above can be solved very efficiently via graph-cuts, they suffer from the shrinking bias problem, and images with elongated edges are not segmented properly. When modeled via a submodular function, however, the cost of a cut is not just the sum of the edge weights, but a richer function that allows cooperation between edges, and yields superior results on many challenging tasks. This was achieved in [Jegelka and Bilmes, 2011d] by partitioning the set of edges $E$ of the grid graph into groups of similar edges, and defining concave over modular functions over these. This ensures that we offer a discount to edges of the same type. The corresponding MAP inference corresponds to Problem 1 where $V$ is a set of edges in a graph, the function $f$ is as
described above, and $C$ is a set of cuts in this graph. This was shown to significantly improve many image segmentation results [Jegelka and Bilmes, 2011d].

**Cooperative Matchings:** The simplest model for matching key-points in pairs of images, which is also called the correspondence problem, can be posed as a bipartite matching. These models, however, do not capture interaction between the pixels, and does not work well in practice. One kind of desirable interaction is that similar or neighboring pixels be matched together. We can achieve this, via a minimum submodular matching [Iyer and Bilmes, 2014], which we illustrate in the experiments section towards the end of this chapter.

**Limited Vocabulary Speech Corpora:** Large scale machine learning algorithms often have a complexity which is polynomial in the number of labels (for example, in speech recognition vocabulary size and in object recognition it is number of object classes). Due to the large number of labels, these systems often have large turnover times. Hence one would like to find large size corpora with limited number of labels, so as to enable accurately and rapidly prototyping novel and computationally expensive speech recognition architectures. Algorithmic complexity can naturally be modeled via submodular functions. For example, in speech recognition, the vocabulary size is an indicator of complexity and is submodular [Lin and Bilmes, 2011a]. This problem is naturally a form of size constrained submodular minimization, i.e minimizing algorithmic complexity which is submodular, given a constraint $|X| \geq k$ on the training dataset. For example in speech recognition, this corresponds to minimizing the vocabulary size given a lower bound constraint on the number of utterances.

**Modeling Cooperative costs:** Often submodular functions fit as natural models in modeling costs of items. This is mainly due to economies of scale, where often there is larger discounts in buying more items (buy one, get one free). These discounts often appear when buying similar items (for example when buying two sets of clothes etc.), and hence can be modeled via submodular minimization.
Minimum Power Assignment: In wireless and power networks, one seeks a connectivity structure that maintains connectivity at a minimum energy consumption. Submodular functions often naturally model the energy consumption, since there often sharing in consumption. This problem is equivalent to finding a suitable structure (e.g., a spanning tree) minimizing a submodular cost function [Wan et al., 2002].

Transportation: Costs in real-world transportation problems are often non-additive. For example, it may be cheaper to take a longer route owned by one carrier rather than a shorter route that switches carriers. Such economies of scale, or “right of usage” properties are captured in the “Categorized Bottleneck Path Problem” – a shortest path problem with submodular costs [Averbakh and Berman, 1994]. Similar costs have been considered for spanning tree and matching problems.

3.3 Combinatorial Algorithmic Framework

3.3.1 The Majorization-Minimization (MMin) framework

We define a generic Majorization-Minimization (MMin) algorithm as follows. In each iteration, the algorithm optimizes a modular approximation formed via the current solution \( Y \). For minimization, we use an upper bound, defined via the supergradients of a submodular function (see Section 1.4.1):

\[
m_Y^f(X) = f(Y) + g_Y(X) - g_Y(Y) \geq f(X),
\]

These upper bounds are tight at the current solution, satisfying \( m_Y^f(Y) = f(Y) \), and \( m_Y^f(X) \geq f(X) \), \( \forall X \subseteq V \). In almost all cases, optimizing the modular approximation is much faster than optimizing the original cost function \( f \).

Algorithm 1 shows our discrete MMin scheme for minimization for both constrained and unconstrained settings. Since we are minimizing a tight upper bound, the algorithm must make progress in each iteration.

Lemma 3.1. Algorithm 1 monotonically decreases the objective function value at every
Algorithm 1 Supergradient Descent Algorithm for Problem 1

Start with an arbitrary $X^0$.

while until convergence ($X^{i-1} = X^i$) do

Pick a supergradient $g_{X^t}$ at $X^t$

$X^{t+1} := \arg\min_{X \in C} m_{X^t}(X)$

$t \leftarrow t + 1$

iteration for Problem 1, as long as a linear function can be exactly optimized over $C$.

Proof. By definition, it holds that $f(X^{t+1}) \leq m_{X^t}(X^{t+1})$. Since $X^{t+1}$ minimizes $m_{X^t}$, it follows that

$$f(X^{t+1}) \leq m_{X^t}(X^{t+1}) \leq m_{X^t}(X^t) = f(X^t).$$ (3.3)

Contrary to standard continuous subgradient descent schemes, Algorithm 1 produces a feasible solution at each iteration, thereby circumventing any rounding or projection steps that might be challenging under certain types of constraints. In addition, it is known that for relaxed instances of our problems, subgradient descent methods can suffer from slow convergence [Bach, 2013]. Nevertheless, the supergradient descent algorithm still relies on the choice of the supergradients defining the bounds. Therefore, we next analyze the effect of certain choices of semigradients for various optimization problems. In particular, we use MMin with the supergradients $\hat{g}_X, \check{g}_X$ and $\bar{g}_X$. In both the unconstrained and constrained settings, this yields a number of new approaches for Problem 1.

3.3.2 Ellipsoidal Approximation

In the case of constrained submodular minimization, we investigate another algorithm which provides the tightest theoretical guarantees. This algorithm is based on a generic approximation of a submodular function, called an Ellipsoidal Approximation (EA). The idea is to approximate an arbitrary submodular function, by an easier submodular function,
and solve the constrained optimization problem with the easier function. The approximation guarantees of this methods depend on how well the simpler surrogate function approximates the original function. The Ellipsoidal Approximation computes an approximation to a polymatroid function \( f \) in polynomial time by approximating the submodular polyhedron via an ellipsoid. This approximation approximates any submodular function, within a factor of \( \alpha(n) = O(\sqrt{n \log n}) \). In other words, it provides a function \( \hat{f}(X) \), which is of the form \( \hat{f}(X) = \sqrt{w^f(X)} \) for a certain weight vector \( w^f \), such that,

\[
\hat{f}(X) \leq f(X) \leq \alpha(n)\hat{f}(X). \tag{3.4}
\]

This then leads to an approximation algorithm obtained by minimizing \( \hat{f} \) instead of the function \( f \) directly. The idea of the algorithm is very simple:

- Given a submodular function \( f \), choose an approximation \( \hat{f} \) such that \( \hat{f}(X) \leq f(X) \leq \alpha(n)\hat{f}(X) \).

- Choose the set \( \hat{X} \in \arg\min_{X \in C} \hat{f}(X) \).

We can obtain a simple approximation guarantee for this algorithm:

**Lemma 3.2.** Given a submodular function \( f \), let \( \hat{f} \) be an approximation of \( f \) such that \( \hat{f}(X) \leq f(X) \leq \alpha(n)f(X), \forall X \subseteq V \). Then any minimizer \( \hat{X} \in \arg\min_{X \in C} f(X) \) of \( f \) satisfies \( f(X) \leq \alpha(n)f(X^*) \), where \( X^* \) is the optimal solution.

**Proof.** Given that \( \hat{f}(X) \leq f(X) \leq \alpha(n)f(X), \forall X \subseteq V \), let \( \hat{X} \) be the optimal solution for minimizing \( \hat{f} \) over \( C \). Then the following chain of inequalities holds,

\[
f(\hat{X}) \leq \hat{f}(\hat{X}) \leq \alpha(n)\hat{f}(X^*) \leq \alpha(n)f(X^*) \tag{3.5}
\]

We show that we can obtain a tighter approximation guarantee, dependent on the curvature of a submodular function. While this algorithm often provides theoretically the tightest guarantees, the algorithm is much more involved than the MM framework. Moreover, this algorithm only retains tight guarantees for constrained forms of submodular minimization.
3.4 Unconstrained Submodular Minimization

We begin with unconstrained minimization, where $\mathcal{C} = 2^V$ in Problem 1.

3.4.1 Majorization-Minimization Algorithms (MMin)

Each of the three supergradients yields a different variant of Algorithm 1, and we will call the resulting algorithms MMin-I, II and III, respectively. We make one more assumption: of the minimizing arguments in Step 4 of Algorithm 1, we always choose a set of minimum cardinality.

MMin-I is very similar to the algorithms proposed in [Jegelka et al., 2011]. Those authors, however, decompose $f$ and explicitly represent graph-representable parts of the function $f$. We do not require or consider such a restriction here.

Let us define the sets $A = \{j : f(j|\emptyset) < 0\}$ and $B = \{j : f(j|V \setminus \{j\}) \leq 0\}$. Submodularity implies that $A \subseteq B$, and this allows us to define a lattice$^1$ $\mathcal{L} = [A, B]$ whose least element is the set $A$ and whose greatest element is the set is $B$. This sublattice $\mathcal{L}$ of $[\emptyset, V]$ retains all minimizers $X^*$ (i.e., $A \subseteq X^* \subseteq B$ for all $X^*$):

Lemma 3.3. [Fujishige, 2005] Let $\mathcal{L}^*$ be the lattice of the global minimizers of a submodular function $f$. Then $\mathcal{L}^* \subseteq \mathcal{L}$, where we use $\subseteq$ to denote a sublattice.

Lemma 3.3 has been used to prune down the search space of the minimum norm point algorithm from the power set of $V$ to a smaller lattice [Bach, 2013, Fujishige and Isotani, 2011]. Indeed, $A$ and $B$ may be obtained by using MMin-III:

Lemma 3.4. With $X^0 = \emptyset$ and $X^0 = V$, MMin-III returns the sets $A$ and $B$, respectively. Initialized by an arbitrary $X^0$, MMin-III converges to $(X^0 \cap B) \cup A$.

Proof. When using $X^0 = \emptyset$, we obtain $X^1 = \arg\min_X f(\emptyset) + \sum_{j \in X} f(j) = A$. Since $A \subseteq B$, the algorithm will converge to $X^1 = A$. At this point, no more elements will be added,

$^1$This lattice contains all sets $S$ satisfying $A \subseteq S \subseteq B$
since for all $i \notin A$ we have $\bar{g}_{X^1}(i) = f(i | \emptyset) > 0$. Moreover, the algorithm will not remove any elements: for all $i \in A$, it holds that $\bar{g}_{X^1}(i) = f(i | V \setminus i) \leq f(i) \leq 0$. By a similar argumentation, the initialization $X^0 = V$ will lead to $X^1 = B$, where the algorithm terminates. If we start with any arbitrary $X^0$, MMin-III will remove the elements $j$ with $f(j | V \setminus j) > 0$ and add the element $j$ with $f(j | \emptyset) < 0$. Hence it will add the elements in $A$ that are not in $X^0$ and remove those element from $X^0$ that are not in $B$. Let the resulting set be $X^1$. As before, for all $i \in A$, it holds that $\bar{g}_{X^1}(i) = f(i | V \setminus i) \leq f(i) \leq 0$, so these elements will not be removed in any possible subsequent iteration. The elements $i \in X^1 \setminus A$ were not removed, so $f(i | V \setminus i) \leq 0$. Hence, no more elements will be removed after the first iteration. Similarly, no elements will be added since for all $i \notin X^1$, it holds that $f(i | \emptyset) \geq f(i | V \setminus i) > 0$. □

Lemma 3.4 implies that MMin-III effectively provides a contraction of the initial lattice to $\mathcal{L}$, and, if $X^0$ is not in $\mathcal{L}$, it returns a set in $\mathcal{L}$. Henceforth, we therefore assume that we start with a set $X^0 \in \mathcal{L}$.

While the known lattice $\mathcal{L}$ has proven useful for warm-starts, MMin-I and II enable us to prune $\mathcal{L}$ even further. Let $A_+ = X^t \setminus X^t_{\text{old}}$ be the set obtained by starting MMin-I at $X^0 = \emptyset$, and $B_+ = X^t \setminus X^t_{\text{old}}$ be the set obtained by starting MMin-II at $X^0 = V$. This yields a new, smaller sublattice $\mathcal{L}_+ = [A_+, B_+]$ that retains all minimizers:

**Theorem 3.1.** For any minimizer $X^* \in \mathcal{L}$, it holds that $A \subseteq A_+ \subseteq X^* \subseteq B_+ \subseteq B$. Hence $\mathcal{L}^* \subseteq \mathcal{L}_+ \subseteq \mathcal{L}$. Furthermore, when initialized with $X^0 = \emptyset$ and $X^0 = V$, respectively, both MMin-I and II converge in $O(n)$ iterations to a local minimum of $f$.

By a local minimum, we mean a set $X$ that satisfies $f(X) \leq f(Y)$ for any set $Y$ that differs from $X$ by a single element. We point out that Theorem 3.1 generalizes part of Lemma 3 in [Jegelka et al., 2011].

Before proving the main result, we show the following important Lemma:

**Lemma 3.5.** Every iteration of MMin-I can be written as $X^{t+1} = X^t \cup \{j : f(j | X^t) < 0\}$. Similarly, every iteration of MMin-II can be expressed as $X^{t+1} = X^t \setminus \{j : f(j | X^t \setminus j) > 0\}$.
Proof. (Lemma 3.5) Throughout this chapter, we assume that we select only the minimal minimizer of the modular function at every step. In other words, we do not choose the elements that have zero marginal cost. We observe that in iteration $t+1$ of MMin-I, we add the elements $i$ with $\hat{g}_{X^t}(i) < 0$, i.e., $X^{t+1} = X^t \cup \{j : f(j|X^t) < 0\}$. No element will ever be removed, since $\hat{g}_{X^t}(i) = f(i | V \setminus i) \leq f(i | X^{t-1}) \leq 0$. If we start with $X^0 = \emptyset$, then after the first iteration, it holds that $X^1 = \arg\min_X f(\emptyset) + \sum_{j \in X} f(j)$. Hence $X^1 = A$. MMin-I terminates when reaching a set $A_+$, where $f(j|A_+) \geq 0$, for all $j \notin A_+$.

The analysis of MMin-II is analogous. In iteration $t+1$, we remove the elements $i$ with $\hat{g}_{X^t}(i) > 0$, i.e., $X^{t+1} = X^t \setminus \{j : f(j|X^t - j) > 0\}$. Similarly to the argumentation above, MMin-II never adds any elements. If we begin with $X^0 = V$, then $X^1 = \arg\min_X f(V) + \sum_{j \in V \setminus X} f(j|V - \{j\})$, and therefore $X^1 = B$. MMin-II terminates with a set $B_+$. □

Now we can prove Theorem 3.1.

Proof. (Thm. 3.1) Since, by Lemma 3.5, MMin-I only adds elements and MMin-II only removes elements, at least one in each iteration, both algorithms terminate after $O(n)$ iterations.

Let us now turn to the relation of $X^*$ to $A$ and $B$. Since $f(i) < 0$ for all $i \in A$, the set $X^1 = A$ found in the first iteration of MMin-I must be a subset of $X^*$. Consider any subset $X^t \subseteq X^*$. Any element $j$ for which $f(j | X^t) < 0$ must be in $X^*$ as well, because by submodularity, $f(j | X^*) \leq f(j | X^t) < 0$. This means $f(X^* \cup j) < f(X^*)$, which would otherwise contradict the optimality of $X^*$. The set of such $j$ is exactly $X^{t+1}$, and therefore $X^{t+1} \subseteq X^*$. This induction shows that MMin-I, whose first solution is $A \subseteq X^*$, always returns a subset of $X^*$. Analogously, $B \supseteq X^*$, and MMin-II only removes elements $j \notin X^*$.

Finally, we argue that $A_+$ is a local minimum; the proof for $B_+$ is analogous. Algorithm MMin-I generates a chain $\emptyset = X^0 \subseteq X^1 \subseteq X^2 \cdots \subseteq A_+ = X^T$. For any $t \leq T$, consider $j \in X^t \setminus X^{t-1}$. Submodularity implies that $f(j|A_+ \setminus j) \leq f(j|X^{t-1}) < 0$. The last inequality follows from the fact that $j$ was added in iteration $t$. Therefore, removing any $j \in A_+$ will increase the cost. Regarding the elements $i \notin A_+$, we observe that MMin-I has terminated,
Figure 3.1: Venn diagram for the lattices obtained by MMin-I, II and III. We are searching for the optimal set $X^* \subseteq V$. The lattice $\mathcal{L}$ contains all sets $S$ “between” $A$ and $B$, i.e., $A \subseteq S \subseteq B$. The lattice $\mathcal{L}_+$ uses the sets $A_+$ and $B_+$ instead (it contains all sets $T$ with $A_+ \subseteq T \subseteq B_+$) and therefore provides a tighter bound and smaller search space around the optimal solution $X^*$.

which implies that $f(i \mid A_+) \geq 0$. Hence, adding $i$ to $A_+$ will not improve the solution, and $A_+$ is a local minimum.

Theorem 3.1 has a number of nice implications. First, it provides a tighter bound on the lattice of minimizers of the submodular function $f$ that, to the best of our knowledge, has not been used or mentioned before. The sets $A_+$ and $B_+$ obtained above are guaranteed to be supersets and subsets of $A$ and $B$, respectively, as illustrated in Figure 3.1. This means we can start any algorithm for submodular minimization from the lattice $\mathcal{L}_+$ instead of the initial lattice $2^V$ or $\mathcal{L}$. When using an algorithm whose running time is a high-order polynomial of $|V|$, any reduction of the ground set $V$ is beneficial. Second, each iteration of MMin takes linear time. Therefore, its total running time is $O(n^2)$. Third, Theorem 3.1 states that both MMin-I and II converge to a local minimum. This may be counter-intuitive if one considers that each algorithm either only adds or only removes elements. In consequence, a local minimum of a submodular function can be obtained in $O(n^2)$, a fact that is of independent interest and that does not hold for local maximizers [Feige et al., 2011b].

The following example illustrates that $\mathcal{L}_+$ can be a strict subset of $\mathcal{L}$ and therefore
provides non-trivial pruning. Let \( w_1, w_2 \in \mathbb{R}^V \), \( w_1 \geq 0 \) be two vectors, each defining a linear (modular) function. Then the function \( f(X) = \sqrt{w_1(X)} + w_2(X) \) is submodular. Specifically, let \( w_1 = [3, 9, 17, 14, 10, 16, 4, 13, 2] \) and \( w_2 = [-9, 4, 6, -1, 10, -4, -6, -1, 2, -8] \). Then we obtain \( \mathcal{L} \) defined by \( A = [1, 6, 7, 10] \) and \( B = [1, 4, 6, 7, 8, 10] \). The tightened sublattice contains exactly the minimizer: \( A_+ = B_+ = X^* = [1, 6, 7, 8, 10] \).

As a refinement to Theorem 3.1, we can show that MMin-I and MMin-II converge to the local minima of lowest and highest cardinality, respectively.

**Lemma 3.6.** The set \( A_+ \) is the smallest local minimum of \( f \) (by cardinality), and \( B_+ \) is the largest. Moreover, every local minimum \( Z \) is in \( \mathcal{L}_+ \): \( Z \in \mathcal{L}_+ \) for every local minimum \( Z \).

As a corollary, Lemma 3.6 implies that if a submodular function has a unique local minimum, MMin-I and II must find this minimum, which is a global one.

**Proof.** The proof proceeds analogously to the proof of Theorem 3.1. Let \( Y_s \) be the local minimum of smallest-cardinality, and \( Y_\ell \) the largest one. First, we note that \( X^0 = \emptyset \subseteq Y_s \). For induction, assume that \( X^t \subseteq Y_s \). For contradiction, assume there is an element \( j \in X^{t+1} \) that is not in \( Y_s \). Since \( j \in X^{t+1} \setminus X^t \), it holds by construction that \( f(j | Y_s) \leq f(j | X^t) < 0 \), implying that \( f(Y_s \cup j) < f(Y_s) \). This contradicts the local optimality of \( Y_s \), and therefore it must hold that \( X^{t+1} \subseteq Y_s \). Consequently, \( A_+ \subseteq Y_s \). But \( A_+ \) is itself a local minimum, and hence equality holds. The result for \( B_+ \) follows analogously.

By the same argumentation as above for \( Y_s \) and \( Y_\ell \), we conclude that each local minimum \( Z \) satisfies \( A_+ \subseteq Z \subseteq B_+ \), and therefore \( Z \in \mathcal{L}_+ \subseteq \mathcal{L} \).

### 3.4.2 Extensions of MMin

In the following we consider two extensions of MMin-I and II. First, we analyze an algorithm that alternates between MMin-I and MMin-II. While such an algorithm does not provide much benefit when started at \( X^0 = \emptyset \) or \( X^0 = V \), we see that with a random initialization \( X^0 = R \), the alternation ensures convergence to a local minimum. Second, we address the question of which supergradients to select in general. In particular, we show that the supergradients \( \hat{g} \)
and \( \hat{g} \) subsume alternative supergradients and provide the tightest results with MMin. Hence, our results are the tight.

**Alternating MMin-I and II and arbitrary initializations.** Instead of running only one of MMin-I and II, we can run one until it stops and then switch to the other. Assume we initialize both algorithms with a random set \( X^0 = R \in \mathcal{L}_+ \). By Theorem 3.1, we know that MMin-I will return a subset \( R^1 \supset R \) (no element will be removed because all removable elements are not in \( B \), and \( R \subseteq B \) by assumption). When MMin-I terminates, it holds that \( \hat{g}_{R^1}(j) = f(j|R^1) \geq 0 \) for all \( j \notin R^1 \), and therefore \( R^1 \) cannot be increased using \( \hat{g}_{R^1} \). We will call such a set an *I-minimum*. Similarly, MMin-II returns a set \( R_1 \subseteq R \) from which, considering that \( \bar{g}_{R_1}(j) = f(j|R_1 \setminus j) \leq 0 \) for all \( j \in R_1 \), no elements can be removed. We call such a non-decreasable set a *D-minimum*. Every local minimum is both an I-minimum and a D-minimum.

We can apply MMin-II to the I-minimum \( R^1 \) returned by MMin-I. Let us call the resulting set \( R^2 \). Analogously, applying MMin-I to \( R_1 \) yields \( R_2 \supseteq R_1 \).

**Lemma 3.7.** The sets \( R_2 \) and \( R^2 \) are local optima. Furthermore, \( R_1 \subseteq R_2 \subseteq R^2 \subseteq R^1 \).

**Proof.** It is easy to see that \( A \subseteq R_1 \subseteq B \), and \( A \subseteq R^1 \subseteq B \). By Lemma 3.5, MMin-I applied to \( R_1 \) will only add elements, and MMin-II on \( R^1 \) will only remove elements. Since \( R^1 \) is an I-minimum, adding an element \( j \in V \setminus R^1 \) to any set \( X \subseteq R^1 \) never helps, and therefore \( R^1 \) contains all of \( R_1 \), \( R_2 \) and \( R^2 \). Similarly, \( R_1 \) is contained in \( R_2 \), \( R^2 \) and \( R^1 \). In consequence, it suffices to look at the contracted lattice \([R_1, R^1]\), and any local minimum in this sublattice is a local minimum on \([\emptyset, V]\). Theorem 3.1 applied to the sublattice \([R_1, R^1]\) (and the submodular function restricted to the sublattice) yields the inclusion \( R_2 \subseteq R^2 \), so \( R_1 \subseteq R_2 \subseteq R^2 \subseteq R^1 \), and both \( R_2 \) and \( R^2 \) are local minima.

The following lemma provides a more general view.

**Lemma 3.8.** Let \( S_1 \subseteq S^1 \) be such that \( S_1 \) is an I-minimum and \( S^1 \) is a D-minimum. Then there exist local minima \( S_2 \subseteq S^2 \) in \([S_1, S^1]\) such that initializing with any \( X^0 \in [S_1, S^1] \), an
alternation of MMin-I and II converges to a local minimum in \([S_2, S^2]\), and

\[
\min_{X \in [S_1, S^1]} f(X) = \min_{X \in [S_2, S^2]} f(X).
\]

**Proof.** Let \(S_2, S^2\) be the smallest and largest local minima within \([S_1, S^1]\). By the same argumentation as for Lemma 3.7, using \(X^0 \in [S_1, S^1]\) leads to a local minimum within \([S_2, S^2]\). Since by definition all local optima in \([S_1, S^1]\) are within \([S_2, S^2]\), the global minimum within \([S_1, S^1]\) will also be in \([S_2, S^2]\). □

The above lemmata have a number of implications for minimization algorithms. First, many of the properties for initializing with \(V\) or the empty set can be transferred to arbitrary initializations. In particular, the succession of MMin-I and II will terminate in \(O(n^2)\) iterations, regardless of what \(X^0\) is. Second, Lemmas 3.7 and 3.8 provide useful pruning opportunities: we can prune down the initial lattice to \([R_2, R^2]\) or \([S_2, S^2]\), respectively. In particular, if any global optimizer of \(f\) is contained in \([S_1, S^1]\), it will also be contained in \([S_2, S^2]\).

**Choice of supergradients.** We close this section with a remark about the choice of supergradients. The following Lemma states how \(\hat{g}_X\) and \(\check{g}_X\) subsume alternative choices of supergradients and MMin-I and II lead to the tightest results possible.

**Lemma 3.9.** Initialized with \(X^0 = \emptyset\), Algorithm 1 will converge to a subset of \(A_+\) with any choice of supergradients. Initialized with \(X^0 = V\), the algorithm will converge to a superset of \(B_+\) with any choice of supergradients. Moreover, if \(X^0\) is a local minimum, then the algorithm will not move with any supergradient.

The above Lemma implies that we do not lose any generality, by considering only the three specific supergradients \(\hat{g}, \check{g}\) and \(\bar{g}\). Moreover, it also shows that in the context of unconstrained minimization, Algorithm 1 is bound to get stuck at local minima. Correspondingly, while it provides useful mechanisms for pruning, this framework cannot be used as an exact algorithm for unconstrained minimization. The proof of Lemma 3.9 is very similar to the proof of Theorem 3.1.
3.5 Constrained Monotone Submodular Minimization

In this section, we shall study submodular minimization under combinatorial constraints. Even simple constraints like cardinality lower bound constraints, make Problem 1 very hard: they do not even admit constant factor guarantees [Svitkina and Fleischer, 2008, Jegelka and Bilmes, 2011c, Goel et al., 2009]. This section shall primarily deal with the functions $f$ being monotone (which are often, more realistic in applications), while in the next section (section 3.6), we shall extend these results to constrained non-monotone submodular minimization. We shall first study MMin (in section 3.5.1), followed by the Ellipsoidal Approximation (section 3.5.2). In both cases, we shall provide curvature dependent bounds, and then show how these bounds are tight (by exhibiting curvature dependent lower bounds) for several specific combinatorial constraints. The results of MMin and EA for specific constraints, along with the corresponding hardness is shown in Table 3.1.

3.5.1 Majorization-Minimization (MMin) Algorithm

MMin straightforwardly generalizes to constraints more complex than $C = 2^V$, and Theorem 3.1 still holds for more general lattices or ring family constraints. Beyond lattices, however, other constrained submodular minimization problems are significantly harder than the unconstrained version. Fortunately, however, MMin still works under a large class of constraints $C$. The only requirement on $C$ is that there exists an efficient algorithm which minimizes a non-negative modular cost function over $C$. This subroutine can even be approximate. Such algorithms are available for cardinality bounds, independent sets of a matroid and many other combinatorial constraints such as trees, paths or cuts. The main performance criteria of the algorithms shall be in the form of approximation guarantees.

The next theorem states an upper bound on the approximation factor achieved by MMin for non-negative, non-decreasing (monotone) submodular functions.
If the minimization in Step 4 is done with approximation factor \( \beta \), then
\[
f(\hat{X}) \leq \frac{\beta |X^*|}{1 + (|X^*| - 1)(1 - \kappa_f(X^*))} f(X^*) \leq \beta \min\{|X^*|, \frac{1}{1 - \kappa_f(X^*)}\} f(X^*)
\]

Proof. Surprisingly, it suffices to consider just the first iteration of MMin-I, which is:
\[
X^1 = \arg\min_{X \in \mathcal{C}} \sum_{i \in X} f(i)
\]

The simple modular upper bound above, is essentially formed via the supergradient at the empty set \( X = \emptyset \). Since further iterations only improve the objective, the approximation guarantee holds at convergence as well. The following Lemma is a key ingredient in showing this.

Lemma 3.10. Given a monotone submodular function \( f \),
\[
f(X) \leq \sum_{j \in X} f(j) \leq \frac{|X|}{1 + (|X| - 1)(1 - \kappa_f(X))} f(X)
\]
The approximation guarantee immediately follows from the above Lemma, via the following sequence of inequalities:

\[ f(\tilde{X}) \leq f(X^1) \leq \sum_{j \in X^1} f(j) \leq \sum_{j \in X^*} f(j) \leq \frac{|X^*|}{1 + (|X^*| - 1)(1 - \kappa_f(X^*))} f(X^*) \]

The first inequality follows since \( X^1 \) is the solution just after the first iteration, while \( \tilde{X} \) is after convergence, and the second one is from the definition of the modular upper bound. The third inequality holds since \( X^1 \) is the optimizer of the function \( \hat{f}(X) = \sum_{j \in X} f(j) \) over \( C \), and is hence better than \( X^* \) (which is also feasible). The last inequality follows from the Lemma 3.10.

To show Lemma 3.10, we shall use the following facts, which follow from the definitions of submodularity and curvature.

**Fact 1:** \( (1 - \kappa_f(X)) \sum_{j \in X} f(j) = \sum_{j \in X} f(j|X\setminus j) \),

**Fact 2:** \( f(X) - f(k) \geq \sum_{j \in X \setminus k} f(j|X\setminus j), \forall k \in X \).

Sum the expressions from Fact 2, \( \forall k \in X \), use Fact 1, and we obtain the following series of inequalities,

\[
|X|f(X) - \sum_{k \in X} f(k) \geq \sum_{k \in X} \sum_{j \in X \setminus k} f(j|X\setminus j) \\
\geq \sum_{k \in X} \sum_{j \in X \setminus k} f(j|X\setminus j) - \sum_{k \in X} f(j|X\setminus k) \\
\geq (|X| - 1) \sum_{j \in X \setminus k} f(j|X\setminus j) \\
\geq (|X| - 1)(1 - \kappa_f(X)) \sum_{k \in X} f(k)
\]

Hence we obtain that,

\[
\sum_{k \in X} f(k) \leq \frac{|X|}{1 + (|X| - 1)(1 - \kappa_f(X))} f(X)
\]
From the fact that $1 - \kappa_f(X) \geq 1 - \kappa_f(X)$, it immediately follows that,

$$
\sum_{k \in X} f(k) \leq \frac{|X|}{1 + (|X| - 1)(1 - \kappa_f(X))} f(X)
$$

We immediately then have the following corollary:

**Corollary 3.1.** The solution $\tilde{X}$ returned by MMin-I satisfies

$$
f(\tilde{X}) \leq \frac{|X^*|}{1 + (|X^*| - 1)(1 - \kappa_f)} f(X^*)
$$

This result follows directly from Theorem 3.2 since $\kappa_f$ is a weaker notion of curvature.

**Remark 3.1.** While the results above are shown for MMin-I, they in fact hold for any algorithm which uses either of the supergradients $\hat{g}, \check{g}$ or $\bar{g}$ and starts at $X^0 = \emptyset$. Note that for showing the guarantee, it is important to start at the $X^0 = \emptyset$. Moreover, one could also alternate between these different supergradients, and choose the best solution at every iteration. In this chapter, however, we just restrict ourselves to MMin-I.

Note that the bound above is at most $O\left(\frac{n}{1 + (n - 1)(1 - \kappa_f)}\right)$, where $n = |V|$ is the dimension of the problem. This bound also extends to a number of combinatorial constraints including cardinality and matroid constraints, cuts, spanning trees, shortest paths and perfect matchings. For problems where $\kappa_f < 1$, Theorem 3.2 refines bounds for constrained minimization that are given in [Goel et al., 2009, Svitkina and Fleischer, 2008]. To our knowledge, this is the first curvature dependent bound for this general class of minimization problems. Table 3.1 gives a summary of the results obtained through MMin-I under different constraints. In section 3.5.7, we shall compare our results for various instances of constraints which are natural in applications.

### 3.5.2 Ellipsoidal Approximation (EA) Algorithm

This generic approximation scheme was introduced by [Goemans et al., 2009], where they show how any submodular function can be approximated by a simpler submodular function
(which is explicitly representable) up to a factor of $O(\sqrt{n})$. This immediately yields a $O(\sqrt{n})$ approximation algorithm for many of the constrained optimization problems addressed in this chapter. We extend these bounds to curvature dependent ones, and show improved factors of $O(\frac{\sqrt{n}}{1+\sqrt{n-1}(1-\kappa_f)})$ for these problems.

A crucial component of the algorithm, is the notion of *Curve-Normalized* polymatroid function. Specifically, we define the $\kappa_f$-curve-normalized version of $f$ as

$$f^\kappa(X) = \frac{f(X) - (1 - \kappa_f)\sum_{j\in X} f(j)}{\kappa_f}$$

(3.6)

If $\kappa_f = 0$, then we set $f^\kappa \equiv 0$. We call $f^\kappa$ the curve-normalized version of $f$ because its curvature is $\kappa_f = 1$. The function $f^\kappa$ allows us to decompose a submodular function $f$ into a “difficult” polymatroid function and an “easy” modular part as $f(X) = f_{\text{difficult}}(X) + m_{\text{easy}}(X)$ where $f_{\text{difficult}}(X) = \kappa_f f^\kappa(X)$ and $m_{\text{easy}}(X) = (1 - \kappa_f)\sum_{j\in X} f(j)$. Moreover, we may modulate the curvature of given any function $g$ with $\kappa_g = 1$, by constructing a function $f(X) \triangleq cg(X) + (1 - c)|X|$ with curvature $\kappa_f = c$ but otherwise the same polymatroidal structure as $g$. Our curvature-based decomposition is different from decompositions such as that into a *totally normalized* function and a modular function [Cunningham, 1983]. Indeed, the curve-normalized function has some specific properties that will be useful later on.

**Lemma 3.11.** If $f$ is monotone submodular with $\kappa_f > 0$, then

$$f(X) \leq \sum_{j\in X} f(j), \quad f(X) \geq (1 - \kappa_f)\sum_{j\in X} f(j).$$

(3.7)

**Proof.** The inequalities follow from submodularity and monotonicity of $f$. The first part follows from the subadditivity of $f$. The second inequality follows since $f(X) \geq \sum_{j\in X} f(j|V\setminus j) \geq (1 - \kappa_f)\sum_{j\in X} f(j)$, since $\forall j \in X$, $f(j|V\setminus j) \geq (1 - \kappa_f)f(j)$ by definition of $\kappa_f$. \hfill $\square$

**Lemma 3.12.** If $f$ is monotone submodular, then $f^\kappa(X)$ in Eqn. (3.6) is a monotone non-negative submodular function. Furthermore, $f^\kappa(X) \leq \sum_{j\in X} f(j)$.

**Proof.** Submodularity of $f^\kappa$ is evident from the definition. To show the monotonicity, it suffices to show that $f(X) - (1 - \kappa_f)\sum_{j\in X} f(j)$ is monotone non-decreasing and non-negative
The above inequalities hold, even if we use an upper bound version defined in Equation (3.3).

The last inequality follows since $f^*(\emptyset) = 0$. To show the second part, notice that

$$\frac{f(X) - (1 - \kappa_f) \sum_{j \in X} f(j)}{\kappa_f} \leq \sum_{j \in X} f(j).$$

The curve-normalization leads to refined upper bounds for the Ellipsoidal Approximation. The key idea is to approximate only the curved part of $f$, and retain the modular part exactly.

**Theorem 3.3.** Given a polymatroid function $f$ with $\kappa_f < 1$, let $f^*$ be its curve-normalized version defined in Equation (3.6), and let $\hat{f}^*$ be a submodular function satisfying $\hat{f}^*(X) \leq f^*(X) \leq \alpha(n)\hat{f}^*(X)$, for some $X \subseteq V$. Then the function $\hat{f}(X) \triangleq \kappa_f \hat{f}^*(X) + (1 - \kappa_f) \sum_{j \in X} f(j)$ satisfies

$$\hat{f}(X) \leq f(X) \leq \frac{\alpha(n)}{1 + (\alpha(n) - 1)(1 - \kappa_f)} \hat{f}(X) \leq \frac{\hat{f}(X)}{1 - \kappa_f}.$$

The above inequalities hold, even if we use an upper bound $\hat{\kappa}_f$ instead of the actual curvature $\kappa_f$.

**Proof.** The first inequality follows directly from definitions. To show the second inequality, note that $\hat{f}^*(X) \geq \frac{f^*(X)}{\alpha(n)}$, and therefore

$$\frac{f(X)}{\kappa_f \hat{f}^*(X) + (1 - \kappa_f) \sum_{j \in X} f(j)} = \frac{\kappa_f f^*(X) + (1 - \kappa_f) \sum_{j \in X} f(j)}{\kappa_f \hat{f}^*(X) + (1 - \kappa_f) \sum_{j \in X} f(j)} \leq \frac{\kappa_f \hat{f}^*(X) + (1 - \kappa_f) \sum_{j \in X} f(j)}{\kappa_f \hat{f}^*(X) + (1 - \kappa_f) \sum_{j \in X} f(j)} \leq \frac{\alpha(n)}{\kappa_f \hat{f}^*(X) + (1 - \kappa_f) \sum_{j \in X} f(j)} \leq \frac{\alpha(n)}{1 + (\alpha(n) - 1)(1 - \kappa_f)} \leq \frac{\alpha(n)}{1 + (\alpha(n) - 1)(1 - \kappa_f)}.$$

The last inequality follows since $\kappa_f f^*(X) + (1 - \kappa_f) \sum_{j \in X} f(j) \leq \sum_{j \in X} f(j)$. The other inequalities in Eqn. (6.3) follow directly from the definitions.
It is also easy to see that all the above inequalities will hold using an upper bound \( \kappa_f^* > \kappa_f \) instead of \( \kappa_f \) in the definition of the curve-normalized function. The bound in that case would be,

\[
\hat{f}(X) \leq f(X) \leq \frac{\alpha(n)}{1 + (\alpha(n) - 1)(1 - \kappa_f^*)} \hat{f}(X) \leq \frac{\hat{f}(X)}{1 - \kappa_f^*}
\]

(3.14)

where, \( \hat{f}(X) = \kappa_f \hat{\kappa}(X) + (1 - \kappa_f^*) \sum_{j \in X} f(j) \), \( \hat{\kappa} \) is an approximation of \( f^\kappa \) satisfying \( \hat{\kappa}(X) \leq f^\kappa(X) \leq \alpha(n) \hat{\kappa}(X) \) and,

\[
f^\kappa = \frac{f(X) - (1 - \kappa_f^*) \sum_{j \in X} f(j)}{\kappa_f}
\]

(3.15)

The result above can directly be applied to the Ellipsoidal Approximation Algorithm. Recall, that for any polymatroid rank function \( f \), one can compute a weight vector \( w^f \) and correspondingly an approximation (which is the Ellipsoidal Approximation) \( \sqrt{w^f(X)} \) via a polynomial number of oracle queries such that \( \sqrt{w^f(X)} \leq f(X) \leq O(\sqrt{n \log n}) \leq \sqrt{w^f(X)} \).

The following corollary provides the worst case curvature-dependent results for the Ellipsoidal Approximation Algorithm.

**Corollary 3.2.** Let \( f \) be a polymatroid function with \( \kappa_f < 1 \), and let \( \sqrt{w^f(X)} \) be the ellipsoidal approximation to the \( \kappa \)-curve-normalized version \( f^\kappa(X) \) of \( f \). Then the function \( f^{ea}(X) = \kappa_f \sqrt{w^f(X)} + (1 - \kappa_f) \sum_{j \in X} f(j) \) satisfies

\[
f^{ea}(X) \leq f(X) \leq O\left(\frac{\sqrt{n \log n}}{1 + (\sqrt{n \log n})^2(1 - \kappa_f)}\right) f^{ea}(X).
\]

(3.16)

The Ellipsoidal Approximation Algorithm then just minimizes the surrogate function \( f^{ea}(X) \). This function has a special form: a weighted sum of a concave function and a modular function. Minimizing such a function over constraints \( C \) is harder than minimizing a merely modular function, but with the algorithm in [Nikolova, 2010] we obtain an FPTAS. The FPTAS will yield a \( \beta = (1 + \epsilon) \)-approximation through an algorithm polynomial in \( \frac{1}{\epsilon} \).

We call this algorithm EA.
Theorem 3.4. For a submodular function with curvature $\kappa_f < 1$, algorithm EA will return a solution $\tilde{X}$ that satisfies

$$f(\tilde{X}) \leq O \left( \frac{\sqrt{n} \log n}{(\sqrt{n} \log n - 1)(1 - \kappa_f) + 1} \right) f(X^*).$$  \hfill (3.17)

The specific bounds of EA for many constrained optimization problems are in Table 3.1. While this generic scheme often provides the theoretically tightest guarantees, it is extremely hard to implement it in practice. MMin-I, however, provides a much more practical and scalable approach for addressing these problems. Interestingly, we see empirically that MMin-I actually performs comparably to EA for a number of practically relevant submodular functions (see Section 3.7).

3.5.3 Curvature Dependent Hardness Results

Previous information-theoretic lower bounds for constrained submodular minimization [Goel et al., 2009, Goemans et al., 2009, Iwata and Nagano, 2009, Svitkina and Fleischer, 2008] are independent of curvature and use functions with $\kappa_f = 1$. These curvature-independent bounds are proven by constructing two essentially indistinguishable matroid rank functions $h$ and $f^R$, one of which depends on a random set $R \subseteq V$. One then argues that any algorithm would need to make a super-polynomial number of queries to the functions for being able to distinguish $h$ and $f^R$ with high enough probability. The lower bound will be the ratio $\max_{X \in C} h(X)/f^R(X)$. We extend this proof technique to functions with a fixed given curvature. To this end, we define the functions

$$f^R_\kappa(X) = \kappa_f f^R(X) + (1 - \kappa_f)|X| \quad \text{and} \quad h_\kappa(X) = \kappa_f h(X) + (1 - \kappa_f)|X|. \hfill (3.18)$$

Both of these functions have curvature $\kappa_f$. This construction enables us to explicitly introduce the effect of curvature into information-theoretic bounds for all monotone submodular functions. In section 3.5.7, we shall investigate specific combinatorial constraints, and we shall use this technique in providing lower bounds in each of these cases.
3.5.4 Role of curvature

A class of functions with $\kappa_f = 1$ are matroid rank functions, implying that these functions are difficult instances the MMin algorithms. But several classes of functions occurring in applications have more benign curvature. For example, sums of concave over modular functions have been used in a number of applications [Lin and Bilmes, 2011c, Jegelka and Bilmes, 2011d, Iyer and Bilmes, 2012b].

**Corollary 3.3.** Given weight vectors $w_1, \cdots, w_k \geq 0$, and a submodular function $f(X) = \sum_{i=1}^{k} \lambda_i [w_i(X)]^a$, $\lambda_i \geq 0$, for $a \in (0,1)$, MMin-I minimized $f$ upto a factor of $O(|X^*|^{1-a})$.

For example, MMin approximates the function $f(X) = \sum_{i=1}^{k} \lambda_i \sqrt{w_i(X)}$ upto a factor of $\sqrt{|X^*|}$.

**Proof.** The result above follows from a simple bound on the curvature of these functions:

**Lemma 3.13.** Given weight vectors $w_1, \cdots, w_k \geq 0$, and a submodular function $f(X) = \sum_{i=1}^{k} \lambda_i [w_i(X)]^a$, $\lambda_i \geq 0$, for $a \in (0,1]$, it holds that,

$$\kappa_f(X) \leq 1 - \frac{a}{|X|^{1-a}}$$

Plugging the bound above into Theorem 3.2 proves the result.

We now show this Lemma. Let $f(X) = [w(X)]^a$, for $w \geq 0$ and $a \in (0,1]$. Then,

$$f(j|X\setminus j) = f(X) - f(X\setminus j)$$
$$= [w(X)]^a - [w(X) - w(j)]^a$$
$$\geq \frac{aw(j)}{w(X)^{1-a}}$$

The last inequality again holds due to concavity of $g(x) = x^a$. In particular, for a concave function, $g(y) - g(x) \leq g'(x)(y - x)$, where $g'$ is the derivative of $g$. Hence $g(x) \geq g(y) + g'(x)(x - y)$. Substitute $y = w(X) - w(j)$, $x = w(X)$ and $g(x) = x^a$, and we get the above expression.
Hence we have,

\[ 1 - \kappa_f(X) = \frac{\sum_{j \in X} f(j|X \setminus j)}{\sum_{j \in X} f(j)} \geq \frac{a \sum_{j \in X} w(j)w(X)^{a-1}}{\sum_{j \in X} w(j)^a} \geq \frac{aw(X)^a}{\sum_{j \in X} w(j)^a} \geq \frac{a}{|X|^{1-a}} \]

The last inequality follows from the previous Lemma.

3.5.5 Comparing the guarantees of EA and MMin

Note that the guarantees for MMin (Theorem 3.2) holds for the tightest notion of curvature, which is basically the average over the individual gains at a set \( X \). This is in contrast to \( \kappa_f(X) \) and \( \kappa_f \), which are both worst case and hence weaker – note that the curvature dependent EA has a guarantee in terms of \( \kappa_f \). Moreover, \( \kappa_f(X^*) \) also depends on the curvature with respect to the optimal set, as opposed to \( \kappa_f \) which is the curvature at \( V \). While many submodular functions ultimately get totally curved (in which case, the bound with respect to \( \kappa_f \) becomes meaningless), the optimal sets for constrained minimization problems may not be as curved. Hence, though the Ellipsoidal Approximation admits a tighter characterization with respect to \( n \), in comparison to MMin, its dependence on curvature is weaker. In addition, the curvature provides an interesting perspective to these algorithms – as long as the submodular function \( f \) has bounded curvature, both EA and MMin admit a guarantee of \( O(1/(1 - \kappa_f)) \) when \( n \) gets large. In our experiments, we noted that EA takes several hours to run on ground sets of size \( n = 100 \).

3.5.6 Running time of MMin and EA

The bounds of Theorem 3.2 hold after the first iteration. Nevertheless, empirically we often found that for problem instances that are not worst-case, subsequent iterations can improve
the solution substantially. Using Theorem 3.2, we can bound the number of iterations the algorithm will take. To do so, we assume an $\eta$-approximate version, where we proceed only if $f(X^{t+1}) \leq (1 - \eta)f(X^t)$ for some $\eta > 0$. In practice, the algorithm usually terminates after 5 to 10 iterations for an arbitrarily small $\eta$.

**Lemma 3.14.** MMin-I runs in $O\left(\frac{1}{\eta} T \log \frac{n}{1+(n-1)(1-\kappa_f)}\right)$ time, where $T$ is the time for minimizing a modular function subject to $X \in \mathcal{C}$.

**Proof.** At the end of the first iteration, we obtain a set $X^1$ such that $f(X^1) \leq \frac{n}{1+(n-1)(1-\kappa_f)} f(X^*)$. The $\eta$-approximate assumption implies that $f(X^{t+1}) \leq (1 - \eta)f(X^t) \leq (1 - \eta)^t f(X^1)$. Using that $\log(1 - \eta) \leq \eta^{-1}$ and Theorem 3.2, we see that the algorithm terminates after at most $O\left(\frac{1}{\eta} \log \frac{n}{1+(n-1)(1-\kappa_f)}\right)$ iterations. \qed

Unlike the Majorization-Minimization Algorithm (MMin), the Ellipsoidal Approximation Algorithm is higher order polynomial [Goemans et al., 2009] and does not scale to medium and large problems.

### 3.5.7 Bounds for Specific Combinatorial Constraints

In this section, we apply the results above to specific optimization problems, for which we show (mostly tight) curvature-dependent upper and lower bounds. These results are summarized in Table 3.1.

**Cardinality lower bounds (SLB).** A simple constraint is a lower bound on the cardinality of the solution, i.e., $\mathcal{C} = \{X \subseteq V : |X| \geq k\}$. [Svitkina and Fleischer, 2008] prove that for monotone submodular functions of arbitrary curvature, it is impossible to find a polynomial-time algorithm with an approximation factor better than $\sqrt{n}/\log n$. They show an algorithm which matches this approximation factor.

**Observation 3.1.** For the SLB problem, Algorithm EA and MMin are guaranteed to be no worse than factors of $O\left(\frac{\sqrt{n} \log n}{1+(\sqrt{n} \log n - 1)(1-\kappa_f)}\right)$ and $\frac{k}{1+(k-1)(1-\kappa_f)}$ respectively.
The guarantee for MMin follows directly from Theorem 3.2, by observing that $|X^*| = k$. We also show a similar asymptotic hardness result, which is quite close to the bounds in Observation 3.1. These bounds are improvements over the results of [Svitkina and Fleischer, 2008] whenever $\kappa_f < 1$. Here, MMin is preferable to EA whenever $k$ is small. The following theorem shows that the bound for EA is tight up to poly-log factors.

**Theorem 3.5.** For $\kappa_f < 1$ and any $\epsilon > 0$, there exists submodular functions with curvature $\kappa_f$ such that no poly-time algorithm achieves an approx. factor of $\frac{n^{1/2-\epsilon}}{1+(n^{1/2-\epsilon}-1)(1-\kappa_f)}$ for the SLB problem.

*Proof.* Define two monotone submodular functions $h_\kappa(X) = \kappa_f \min\{|X|, \alpha\} + (1-\kappa_f)|X|$ and $f^R_\kappa(X) = \kappa_f \min\{|\beta + |X| \cap R|, |X|, \alpha\} + (1-\kappa_f)|X|$, where $R \subseteq V$ is a random set of cardinality $\alpha$. Let $\alpha$ and $\beta$ be an integer such that $\alpha = x\sqrt{n}/5$ and $\beta = x^2/5$ for an $x^2 = \omega(\log n)$. Also we assume that $k = \alpha$ in this case. Both $h_\kappa$ and $f^R_\kappa$ have curvature $\kappa_f$. Given an arbitrary $\epsilon > 0$, set $x^2 = n^{2\epsilon} = \omega(\log n)$. Then the ratio between $f^R_\kappa$ and $g^{R\epsilon}_{\alpha\beta}$ is $\frac{n^{1/2-\epsilon}}{1+(n^{1/2-\epsilon}-1)(1-\kappa_f)}$. Clearly then if any algorithm can achieve better than this bound, it can distinguish between $f^R_\kappa$ and $g^{R\epsilon}_{\alpha\beta}$ which is a contradiction. \qed

In the following problems, our ground set $V$ consists of the set of edges in a graph $G = (V, E)$ with two distinct nodes $s, t \in V$ and $n = |V|, m = |E|$. The submodular function is $f : 2^E \to \mathbb{R}$.

**Shortest submodular s-t path (SSP).** Here, we aim to find an s-t path $X$ of minimum (submodular) length $f(X)$. [Goel et al., 2009] show a $O(n^{2/3})$-approximation with matching curvature-independent lower bound $\Omega(n^{2/3})$. By Theorem 3.2, the curvature-dependent worst-case bound for MMin is $\frac{n}{1+(n-1)(1-\kappa_f)}$ since any minimal s-t path has at most $n$ edges. Similarly, the factor for EA is $O(\frac{\sqrt{m\log m}}{1+(\sqrt{m\log m}-1)(1-\kappa_f)})$. The bound of EA will be tighter for sparse graphs while MMin provides better results for dense ones. We can also show the following curvature-dependent lower bound:
Theorem 3.6. Given a submodular function with a curvature $\kappa_f > 0$ and any $\epsilon > 0$, no polynomial-time algorithm achieves an approximation factor better than $\frac{n^{2/3-\epsilon}}{1+(n^{2/3-\epsilon}-1)(1-\kappa_f)}$ for the SSP problem.

Proof. The proof of this follows in very similar lines to the earlier lower bounds using our construction and the matroid constructions in [Goel et al., 2009]. The main idea is to use their multilevel graph, but define adjusted versions of their cost functions. In particular, define $h(X) = \kappa_f \min\{|X|, \alpha\} + (1-\kappa_f)|X|$ and $f_R(X) = \kappa_f \min\{|\beta + |X| \cap \bar{R}|, |X|, \alpha\} + (1-\kappa_f)|X|$. In this context $R$ is a randomly chosen s-t path of length $n^{2/3}$ and $\alpha = n^{2/3}$. Similarly the value of $\beta = n^\epsilon$. The Chernoff bounds then show that the two functions above are indistinguishable (with high probability) and hence the ratio of the two functions $h$ and $f_R$ then provides the hardness result.

Minimum submodular s-t cut (SSC): This problem, also known as the cooperative cut problem [Jegelka and Bilmes, 2011c,d], asks to minimize a monotone submodular function $f$ such that the solution $X \subseteq \mathcal{E}$ is a set of edges whose removal disconnects $s$ from $t$ in $G$.

Using curvature refines the lower bound in [Jegelka and Bilmes, 2011c]:

Theorem 3.7. No polynomial-time algorithm can achieve an approximation factor better than $\frac{n^{1/2-\epsilon}}{1+(n^{1/2-\epsilon}-1)(1-\kappa_f)}$, for any $\epsilon > 0$, for the SSC problem with a submodular function of curvature $\kappa_f$.

Proof. This proof follows along the lines of the results shown above. It uses the construction from [Jegelka and Bilmes, 2011c].

Theorem 3.2 implies an approximation factor of $O(\frac{\sqrt{m} \log m}{(\sqrt{m} \log m - 1)(1-\kappa_f) + 1})$ for EA and a factor of $\frac{m}{1+(m-1)(1-\kappa_f)}$ for MMin, where $m = |\mathcal{E}|$ is the number of edges in the graph. By Theorem 3.7, the factor for EA is tight for sparse graphs. Specifically for cut problems, there is yet another useful surrogate function that is exact on local neighborhoods. [Jegelka and Bilmes, 2011c] demonstrate how this approximation may be optimized via a generalized maximum flow algorithm that maximizes a polymatroidal network flow [Lawler and Martel,
This algorithm still applies to the combination \( \hat{f} = \kappa_f \hat{f}^\kappa + (1 - \kappa_f) f^m \), where we only approximate \( f^\kappa \). We refer to this approximation as Polymatroidal Network Approximation (PNA).

**Corollary 3.4.** Algorithm PNA achieves a worst-case approximation factor of \( \frac{n}{2 + (n-2)(1-\kappa_f)} \) for the cooperative cut problem.

For dense graphs, this factor is theoretically tighter than that of the EA approximation.

**Proof.** We use the polymatroidal network flow construction from [Jegelka and Bilmes, 2011c], where the approximation \( \hat{f} \) is defined via a partition of the ground set, and is separable over groups of edges. This approximation can be solved efficiently via generalized flows in polynomial time [Jegelka and Bilmes, 2011a,c]. Moreover adding a modular term (for the modulation) does not increase the complexity of the problem. This approximation satisfies \( f^\kappa(X) \leq \hat{f}^\kappa(X) \leq \frac{n}{2} f^\kappa(X) \) for all cuts \( X \in \mathcal{C} \). We then convert this expression in the form of Theorem 3.3 as \( \frac{2\hat{f}^\kappa(X)}{n} \leq f^\kappa(X) \leq \hat{f}^\kappa(X) \). Then define \( \hat{f}(X) \triangleq \kappa_f \frac{2\hat{f}^\kappa(X)}{n} + (1 - \kappa_f) \sum_{j \in X} f(j) \), and using theorem 3.3, it implies that:

\[
\hat{f}(X) \leq f(X) \leq \frac{n}{2 + (n-2)(1-\kappa_f)} f(X)
\]  

(3.19)

Then let \( \hat{X} \) be the minimizer of \( \hat{f}(X) \) over \( \mathcal{C} \) (using the generalized flows [Jegelka and Bilmes, 2011c]). It then follows that (let \( \alpha = \frac{n}{2 + (n-2)(1-\kappa_f)} \)): \( f(\hat{X}) \leq \alpha \hat{f}(\hat{X}) \leq \alpha \hat{f}(X^*) \leq f(X^*) \) where \( X^* \) is the optimal solution of \( f \) over \( \mathcal{C} \).

**Minimum submodular spanning tree (SST).** Here, \( \mathcal{C} \) is the family of all spanning trees in a given graph \( G \). Such constraints occur for example in power assignment problems [Wan et al., 2002]. [Goel et al., 2009] show a curvature-independent optimal approximation factor of \( O(n) \) for this problem.

**Observation 3.2.** For the minimum submodular spanning tree problem, algorithm MMin achieves an approximation guarantee, which is no worse than \( \frac{n-r}{1+(n-r-1)(1-\kappa_f)} \), where \( r \) is the number of connected components of \( G \).
Proof. This result follows directly from Theorem 3.2 and the fact that $|X^*| = n - r$. 

In this case, Algorithm EA in fact provides slightly worse guarantees. Moreover the bound for MMin is optimal:

Theorem 3.8. For the class of submodular functions with curvature $\kappa_f < 1$, no poly-time algorithm can achieve an approximation factor of $\frac{n^{1-3\epsilon}}{1+(n^{1-3\epsilon}-1)(1-\kappa_f)+\delta \kappa_f}$ for the SST problem for any $\epsilon, \delta > 0$.

Proof. In this case, we use the construction of [Goel et al., 2009], and define $f^R_\kappa(X) = \kappa_f \min\{|X \cap \bar{R}| + \min\{|X \cap R|, \beta\}, \alpha\} + (1-\kappa_f)|X|$, and $g^{\kappa/\epsilon}(X) = \kappa_f \min\{|X, \alpha\} + (1-\kappa_f)|X|$, where $\alpha = n^{1+\epsilon}$, $\beta = n^{3\epsilon}(1+\delta)$ and $|R| = \alpha$. For the formal graph construction, see [Goel et al., 2009]. Then with high probability $R$ is connected in the graph [Goel et al., 2009]. Since $f_R$ and $g$ are indistinguishable with high probability, so are $f^R_\kappa$ and $g^{\kappa/\epsilon}$. Then notice that the minimum value of $f^R_\kappa$ and $g^{\kappa/\epsilon}$ are $\kappa_f \beta + (1-\kappa_f)n$ and $n$ respectively, and it is clear that the ratio between them is better than $\frac{n^{1-3\epsilon}}{1+(n^{1-3\epsilon}-1)(1-\kappa_f)+\delta \kappa_f}$. Hence if any algorithm performs better than this, it will be able to distinguish $f_R$ and $g$ with high probability, which is a contradiction.

An analogous analysis applies to combinatorial constraints like Steiner trees [Goel et al., 2009].

Minimum Submodular Perfect Matching (SPM): Here, we aim to find a perfect matching in a graph that minimizes a monotone submodular function. Theorem 3.2 implies that an MMin approximation will achieve an approximation factor of at most $\frac{n}{2+(n-2)(1-\kappa_f)}$. This bound is also tight:

Theorem 3.9. Given a submodular function with a curvature $\kappa_f > 0$ and any $\epsilon > 0$, no polynomial-time algorithm achieves an approximation factor better than $\frac{n^{1-3\epsilon}}{2+(n^{1-3\epsilon}-2)(1-\kappa_f)+2\delta \kappa_f}$ for the SPM problem.
Proof. We use the same submodular functions as the spanning tree case, and it can be shown [Goel et al., 2009] that with high probability the set $R$ contains a perfect matching and the two functions are indistinguishable. Taking the ratio of $g^{R_f}$ and $f_R^{R_f}$, provides the above result.

**Minimum submodular edge cover:** The minimum submodular edge cover involves finding an edge cover (subset of edges covering all vertices), with minimum submodular cost. This problem has been investigated in [Iwata and Nagano, 2009], and they show that this problem is $O(n)$ hard. Algorithm MMin provides an approximation guarantee which is no worse than $\frac{2n}{2+(n-2)(1-\kappa_f)}$. We can show a almost matching hardness lower bound for this problem.

**Theorem 3.10.** Given a submodular function, with curvature coefficient $\kappa_f$ and any $\varepsilon, \delta > 0$, there cannot exist a polynomial-time approximation algorithm, which achieves an approximation better than $\frac{2^{1/3}n^{1-3\varepsilon}}{2+(n-2)(1-\kappa_f)+2\delta\kappa_f}$ for the minimum submodular edge cover problem.

**Proof.** We can use the construction of [Iwata and Nagano, 2009] to show this. However a simple observation shows that a perfect matching is also an edge cover, and hence the hardness of edge cover has to be at least as much as the hardness of perfect matchings.

### 3.6 Constrained Non-Monotone Submodular Minimization

In the previous section, we assumed that the submodular function $f$ was monotone. In this section, we show that we can extend any algorithm working with monotone functions to handle non-monotone functions, via some simple tricks, if we make some additional assumptions. In particular, we investigate two assumptions, one that the constraints are up monotone, and second, the submodular function being **approximately** monotone.

#### 3.6.1 Up-monotone Constraints

First we assume that the the constraint $C$ is up-monotone – A family $C$ of feasible sets is up-monotone if $S \in C$ implies that all supersets $T \supseteq S$ are also feasible ($T \in C$). Examples of
up-monotone constraints include cardinality lower bound constraints, covers etc. Define a monotone extension of $f$ as

$$f^m(X) = \min_{Y: Y \supseteq X} f(Y).$$  \hfill (3.20)

The following Lemma shows that minimizing $f^m$ is equivalent to minimizing $f$ for up-monotone constraints:

**Lemma 3.15.** If $f$ is submodular, then $f^m$ is monotone submodular and computable in polynomial time. If $\mathcal{C}$ is up-monotone, then

$$\min_{X \in \mathcal{C}} f(X) = \min_{X \in \mathcal{C}} f^m(X).$$  \hfill (3.21)

The solution for $f$ can, moreover, be recovered: given an approximate minimizer $\hat{X}$ of $f^m$ over $\mathcal{C}$, the set $Z \in \arg\min_{Y: Y \supseteq X} f(X)$ satisfies the same approximation bounds for $f$ over $\mathcal{C}$ as $\hat{X}$ has for $f^m$.

**Proof.** It is well known that, for any submodular $f$, the function $f^m$ is monotone submodular [Fujishige, 2005]. To show the equivalence (3.21), let $X^*$ be the exact minimizer of $f^m$ over $\mathcal{C}$. The definition of $f^m$ implies that there exists a set $X \supseteq X^*$ such that $f^m(X^*) = f(X)$ and moreover, since $\mathcal{C}$ is up-monotone, $X \in \mathcal{C}$. Hence $\min_{X \in \mathcal{C}} f(X) \leq f(X) = \min_{X \in \mathcal{C}} f^m(X)$. Conversely, let $X^*$ be the minimizer of $f$ under $\mathcal{C}$. Then $f^m(X^*) = \min_{X \supseteq X^*} f(X) \leq f(X^*)$, and therefore $\min_{X \in \mathcal{C}} f^m(Y) \leq f^m(X^*) = \min_{X \in \mathcal{C}} f(X)$.

To show the second part, let $X^m$ be an approximate optimizer of $f^m$ with an approximation factor $\alpha$, i.e., $f^m(X^m) \leq \alpha f^m(X^*)$. From the first part, it follows that both $f$ and $f^m$ have the same optimal value in $\mathcal{C}$. The definition of $f^m$ implies that there exists a set $Y^m \supseteq X^m$ such that $f(Y^m) = f^m(X^m)$. Hence $Y^m \in \arg\min_{Y \supseteq X^m} f(Y)$ satisfies that $f(Y^m) = f^m(X^m) \leq \alpha f^m(X^m) = \min_{X \in \mathcal{C}} f(X)$.

While $f^m$ can be obtained directly from $f$ via submodular function minimization, it can be quite costly for general submodular functions. Fortunately however, many useful subclasses of submodular functions admit much faster algorithms. For example, those functions expressible
as generalized graph cuts [Jegelka et al., 2011] can be minimized via max flows. By using $f^m$ instead of $f$, any algorithm for constrained minimization of monotone submodular functions straightforwardly generalizes to the non-monotone case.

**Corollary 3.5.** Running MMin-I on $f^m$ obtains a worst case approximation factor of $|X^*|$, for the problem $\min \{ f(X) | X \in C \}$, as long as $C$ is up-monotone, and a linear function can be exactly optimized under it. Similarly, running EA on $f^m$ provides a worst case guarantee of $O(\sqrt{n})$.

For example, with cardinality lower bound constraints $\{ X : |X| \geq k \}$, MMin provides a worst case guarantee of $k$ while EA gives a factor of $O(\sqrt{n})$. The upmonotonicity of the constraints is crucial however for this to work. Hence constraints like s-t cuts, s-t paths etc. which are not up-monotone do not inherit these guarantees. Handling such constraints with non-monotone submodular functions remains open.

### 3.6.2 Approximately Monotone Submodular Functions

Next we assume that the function $f$ is approximately monotone. In this case, we do not need to assume the upmonotonicity of $C$. Moreover, we can provide an approximation guarantee by directly running MMin on $f$. We do not need to construct the proxy function $f^m$.

**Lemma 3.16.** Given a non-monotone submodular function $f$, MMin provides a worst case factor of $|X^*|\nu_{f}^{1,|X^*|}$ for the problem $\min \{ f(X) | X \in C \}$, assuming that a linear function can be exactly optimized under $C$.

**Proof.** Note that $f(S) \leq \sum_{j \in S} f(j)$. Moreover, by the definition of $\nu_{f}^{1,|S|}$ it holds that $f(j) \leq f(S)\nu_{f}^{1,|S|}$. Hence, $f(S) \leq \sum_{j \in S} f(j) \leq |S|\nu_{f}^{1,|S|}$. Following the proof technique of Theorem 3.2, the result follows.  

Again in the case of cardinality lower bound constraints, this gives a factor of $k\nu_{f}^{1,k}$. Similarly, in the case of spanning trees, we have $n\nu_{f}^{1,n}$. While this technique provides somewhat weaker bounds, it is much more efficient than the reduction above, since we do not
need to construct \( f^m \). Moreover, this works for any constraint, as long as a linear function can be optimized over it. On the negative side, the bounds will really make sense if \( \nu_f^{1|X^*|} \) is bounded above.

### 3.7 Experiments

We will next see that, apart from its theoretical properties, our algorithms (particularly, MMin) also perform well in practice. In fact, we shall see that in the constrained setting, MMin performs comparable to EA, which often has the tightest theoretical guarantees. We implement and compare algorithms using Matlab and the SFO toolbox [Krause, 2010].

#### 3.7.1 Unconstrained minimization

We first study the results in Section 3.4 for contracting the lattice of possible minimizers. We measure the size of the new lattices relative to the ground set. Applying MMin-I and II (lattice \( \mathcal{L}_+ \)) to Iwata’s test function [Fujishige and Isotani, 2011], we observe an average reduction of 99.5% in the lattice. MMin-III (lattice \( \mathcal{L} \)) obtains only about 60% reduction. Averages are taken for \( n \) between 20 and 120.

In addition, we use concave over modular functions \( \sqrt{w_1(X)} + \lambda w_2(V \setminus X) \) with randomly chosen vectors \( w_1, w_2 \) in \([0, 1]^n\) and \( n = 50 \). We also consider the application of selecting limited vocabulary speech corpora. [Lin and Bilmes, 2011a, Jegelka et al., 2011] use functions of the form \( \sqrt{w_1(\Gamma(X))} + w_2(V \setminus X) \), where \( \Gamma(X) \) is the neighborhood function of a bipartite graph. Here, we choose \( n = 100 \) and random vectors \( w_1 \) and \( w_2 \). For both function classes, we vary \( \lambda \) such that the optimal solution \( X^* \) moves from \( X^* = \emptyset \) to \( X^* = V \). The results are shown in Figure 3.2. In both cases, we observe a significant reduction of the search space. When used as a preprocessing step for the minimum norm point algorithm (MN) [Fujishige and Isotani, 2011], this pruned lattice speeds up the MN algorithm accordingly, in particular for the speech data. The dotted lines represent the relative time of MN including the respective preprocessing, taken with respect to MN without preprocessing. Figure 3.2 also shows the average results over 10 random choices of weights in both cases. In order
Figure 3.2: Lattice reduction (solid line), and runtime (%) of MMin+min-norm relative to unadorned min-norm (dotted).

to obtain accurate estimates of the timings, we run each experiment 5 times and take the minimum of these timing values.

3.7.2 Constrained minimization.

For constrained minimization, we compare MMin-I to two methods: a simple algorithm (MU) that minimizes the upper bound $g(X) = \sum_{i \in X} f(i)$ [Goel et al., 2009], and the more complex Ellipsoidal Approximation algorithm (EA). MU is identical to the first iteration of MMin-I, and has the same theoretical bounds of MMin (i.e Theorem 3.2). EA has a superior dependence on $n$, albeit a weaker dependence on curvature.

We show two experiments: the theoretical worst-case and average-case instances.

**Worst case.** We first demonstrate the worst case behavior of MMin and EA, and their precise dependence on curvature. We use a very hard cost function [Goemans et al., 2009]

$$f^R(X) = \min\{|X \cap \hat{R}| + \beta, |X|, \alpha\},$$

(3.22)

where $\alpha = n^{1/2+\epsilon}$ and $\beta = n^{2\epsilon}$, and $R$ is a random set such that $|R| = \alpha$. This function is the theoretical worst case. Figure 3.3 shows results for cardinality lower bound constraints; the
Figure 3.3: Minimization of $f^R_\kappa$ (Equation 3.23) for cardinality lower bound constraints. (a) fixed $\kappa = 0$, $\alpha = n^{1/2+\epsilon}$, $\beta = n^{2\epsilon}$ for varying $\epsilon$; (b) fixed $\epsilon = 0.1$, but varying $\kappa$. Dashed lines: MMin (or MU), dotted lines: EA, solid lines: worst case theoretical bound.

results for other, more complex constraints are similar. As $\epsilon$ shrinks, the problem becomes harder. This function has curvature $\kappa_f = 1$. To obtain a function with specific curvature $\kappa$, we define

$$f^R_\kappa(X) = \kappa f^R(X) + (1 - \kappa)|X|.$$  \hfill (3.23)

In all our experiments, we take the average over 20 random draws of $R$. We first set $\kappa = 1$ and vary $\epsilon$. Figure 3.3(a) shows the empirical approximation factors obtained using EA and MMin, and the theoretical bound. The empirical factors follow the theoretical results very closely. Empirically, we also see that the problem becomes harder as $\epsilon$ decreases. Moreover, EA and MMin achieve about the same empirical approximation factors, which matches the theoretical guarantee of $n^{1/2-\epsilon}$. Furthermore, for this class of functions, MMin essentially works like MU, i.e. it converges after a single iteration. Hence we show them together. Next we fix $\epsilon = 0.1$ and vary the curvature $\kappa$ in $f^R_\kappa$. Figure 3.3(b) illustrates that the theoretical and empirical approximation factors improve significantly as $\kappa$ decreases. Hence, much better approximations than the previous theoretical lower bounds are possible if $\kappa$ is not too large.
Figure 3.4: Constrained minimization for average-case instances on spanning trees, matchings and paths. The bars are average approximation factors and crosses show the worst observed results. CM - Concave over Mod., CCM - Clust. Concave Mod., BS - Best Set and WC - Worst Case.

This observation can be very important in practice. Here, too, the empirical upper bounds follow the theoretical bounds very closely. In particular, we see the theoretical and empirical effect of curvature: as $n$ grows, the bounds saturate and approximate a constant $1/(1 - \kappa)$ – they do not grow polynomially in $n$. Overall, we see that the empirical results quite closely follow our theoretical results, and that, as the theory suggests, curvature significantly affects the approximation factors.

**Average case.** We next compare the algorithms on more realistic functions that occur in applications. Figure 3.4 shows the empirical approximation factors for minimum submodular-cost spanning tree, bipartite matching, and shortest path. We use four classes of randomized test functions: (1) concave (square root or log) over modular (CM), (2) clustered CM (CCM) of the form $f(X) = \sum_{i=1}^{k} \sqrt{w(X \cap C_k)}$ for clusters $C_1, \cdots, C_k$, (3) Best Set (BS) functions where the optimal feasible set $R$ is chosen randomly ($f(X) = I(|X \cap R| \geq 1) + \sum_{j \in R \setminus X} w_j$) and (4) worst case-like functions (WC) similar to equation (3.22). Functions of type (1) and (2) have been used in speech and computer vision [Lin and Bilmes, 2011c, Jegelka and Bilmes, 2011d, Iyer and Bilmes, 2012b] and have reduced curvature ($\kappa_f < 1$). Functions of type (3) and (4) have $\kappa_f = 1$. In all four cases, we consider both sparse and dense graphs, with random weight vectors $w$. The plots show averages over 20 instances of these graphs. For
sparse graphs, we consider grid like graphs in the form of square grids, grids with diagonals and cubic grids. For dense graphs, we sparsely connect a few dense cluster subgraphs. For matchings, we restrict ourselves to bipartite graphs, and consider both sparse and dense variants of these.

First, we observe that in many cases, MMin clearly outperforms MU. This suggests the practical utility of more than one iteration. Second, despite its simplicity, MMin performs comparably to EA, and sometimes even better. In summary, the experiments suggest that the complex EA only gains on a few worst-case instances, whereas in many (average) cases, MMin yields near-optimal results (factor 1–2). In terms of running time, MMin is definitely preferable: on small instances (for example \( n = 40 \)), our Matlab implementation of MMin takes 0.2 seconds, while EA takes an hour. On larger instances (\( n = 100 \)), the running times differ on the order of seconds versus couple of hours.

3.7.3 Real world Experiments: Cooperative Matchings

The problem of matching key-points in images, also called image correspondence, is a very important problem in computer vision [Ogale and Aloimonos, 2005]. The simplest model for this problem is to do matching with linear scores, i.e., bipartite matching [Jegelka et al.,
Figure 3.6: (a) and (b) give the results on the House and Hotel dataset, showing that MMin performs comparably to an exact algorithm PLA [Iyer and Bilmes, 2014]. Moreover, both submodular methods perform much better than standard matching (Mod).

2013b], called a linear assignment. This model does not represent interaction between the pixels. For example, we see many obviously spurious matches in figure 3.5b. Many models try to capture this, via, for example via quadratic assignments [Caetano et al., 2009]. Instead of just looking at the best linear assignment, the quadratic models try to incorporate pairwise constraints. This is also called graph matching. We introduce a new and different model here. First, we cluster key-points, separately in each of the two images, into $k$ clusters. Figure 3.5a shows a particular clustering of an image into $k = 3$ groups. The clustering can be performed based on the pixel color map, or simply the distance of the key-points. That is, each image has $k$ clusters. Let $\{V_i^{(1)}\}_{i=1}^k$ and $\{V_i^{(2)}\}_{i=1}^k$ be the two sets of clusters. We then compute the linear assignment problem, letting $\mathcal{M} \subseteq \mathcal{E}$ be the resulting maximum matching. We then partition the edge set $\mathcal{E} = \mathcal{E}_1 \cup \mathcal{E}_2 \cup \ldots \mathcal{E}_k \cup \mathcal{E}'$ where $\mathcal{E}_i = \mathcal{M} \cap (V_i^{(1)} \times V_i^{(2)})$ for $\ell, s \in \{1, 2, \ldots, k\}$ corresponding to the $i$’th largest intersection, and $\mathcal{E}' = \{\mathcal{E} \setminus \bigcup_{i=1}^k \mathcal{E}_i\}$ are the remaining edges either that were not matched or that did not lie within a frequently associated pair of image key-point clusters. We then define a submodular function as follows:

$$f(S) = \sum_{i=1}^k \psi_i(w(S \cap \mathcal{E}_i)) + w(S \cap \mathcal{E}'),$$

(3.24)
which provides an additional discount to the edges \( \{E_i\}_{i=1}^k \) corresponding to key-points that were frequently associated in the initial pass. Figures 3.5b and 3.5c shows how the submodular matchings gains viz-a-viz the simple bipartite matching, with \( k = 3 \). The minimum matching approach obtains many spurious matches between clusters (shown in red), while the cooperation described above reduces these spurious matches. The cooperative matching improves the performance over the modular method on these images, by about 20%.

We also test the performance of our algorithms on the CMU House and Hotel dataset [Caetano et al., 2009]. The house dataset has 111 images, while the hotel dataset has 101 images. We consider all possible pairs of images, with differences between the two images ranging from 0 : 10 : 90 in both cases. We consider three algorithms: PLA (which is an almost exact algorithm for this problem [Iyer and Bilmes, 2014], MMin and the simple modular bipartite matching as a baseline (Mod). Man and PLA both use the submodular function from Equation (3.24). Again, we set \( k = 3 \). The results are shown in Figure 3.5(d-e) where we observe that the submodular methods beat Mod by about 3 – 5% on average. Moreover, we observe that MMin performs comparably to PLA, while being computationally much less expensive. We do not compare the ellipsoidal approximation algorithm (EA) [Goemans et al., 2009], mainly because it is too slow to run on real world problems.

### 3.8 Discussion

In this chapter, we introduced a general MMin framework for submodular minimization algorithms. This framework is akin to the class of algorithms for other submodular optimization problems we shall consider in this thesis (i.e submodular maximization, difference of submodular minimization, and submodular minimization subject to submodular constraints. Moreover, our framework may be viewed as a special case of a proximal minimization algorithm that uses Bregman divergences derived from submodular functions [Iyer et al., 2012]. To our knowledge this is the first generic and unifying framework of algorithms for submodular minimization.

Following the conference version of our chapter [Iyer et al., 2013b], which proposed
the superdifferential based MMin and MMax scheme of algorithms, several papers have built on the techniques proposed in this chapter. In particular, the MMin paradigm of algorithms have been used for several real world problems, as an extremely scalable and practical class of algorithms. [Jegelka and Bilmes, 2011d] studied MMin in the context of the cooperative cut problem, and observed that MMin scaled very well for image segmentation. Similarly, in this thesis, we consider the problem of cooperative matching [Iyer and Bilmes, 2014], and again notice that MMin performs comparably to more complicated algorithms. [Khalil et al., 2014] investigate the problem of diffusion models in social networks, and show how the problem of facilitating desirable spreads by adding edges in a social network is a constrained submodular minimization under cardinality constraints. They use our Majorization-Minimization framework, and observe that the algorithm scales almost linearly with time, and correspondingly can be used for very large networks. Finally [Heng et al., 2014] use our algorithm for the information path planning algorithm, where they observed that the previously proposed techniques were prohibitively slow. Our framework on the other hand, scaled to very large scale graphs.

A number of papers have built on the theoretical contributions of this work. [Djolonga and Krause, 2014] use the idea of sub and super-differentials, to provide upper and lower bound modular functions as bounds on the partition function for Log-Submodular distributions. They also use our curvature dependent bound on the modular upper bound (Lemma 3.10) to provide a bound on the approximation on the Log-Partition function. Similarly, [Iyer and Bilmes, 2015] use the supergradients and curvature to provide bounds on the partition function on a class of submodular distributions. [Niepert et al., 2014] study notions of conditional independence for set functions, and investigate the effect of curvature in this connection. Similarly, [Kusner, 2014] extend some of the results here to adaptive submodular functions, and investigate the role of supergradients and parameters like the curvature and submodularity ratio in this setting.
Chapter 4

SUBMODULAR FUNCTION MAXIMIZATION

4.1 Introduction

In this chapter, we investigate submodular function maximization:

$$\text{Problem 2: } \max_{X \in \mathcal{C}} f(X)$$

where $f : 2^V \to \mathbb{R}$ is a submodular set function on subsets of a ground set $V = \{1, 2, \cdots, n\}$, and $\mathcal{C} \subseteq 2^V$ is a family of feasible solution sets. The set $\mathcal{C}$ could express, for example, that solutions must be an independent set in a matroid, a limited budget knapsack, or a cut (or spanning tree, path, or matching) in a graph.

This chapter provides a Minorization-Maximization scheme (which we denote by MMax) for submodular maximization problems, based on the submodular semigradients. This class of algorithms are very similar in spirit, and somewhat complementary, to the MMin framework proposed in Chapter 3. We demonstrate that many recently studied combinatorial algorithms may be viewed as special cases of a generic minorize-maximize framework that relies on discrete subdifferentials. This framework encompasses state-of-the-art greedy and local search techniques, and provides a rich class of very practical algorithms for submodular maximization. As a whole, this framework offers a new unifying perspective and basis for treating submodular maximization problems in both the constrained and unconstrained case. Similar to submodular minimization, we investigate the role of complexity parameters like the curvature, monotonicity ratio and submodularity ratio in the approximation guarantees we provide in this chapter.
4.2 Motivating Applications

Submodular maximization arises naturally in many subset extraction problems. From a modeling perspective, they naturally model aspects of coverage, diversity and information which seem relevant in many subset selection problems. We list some of these motivating applications below:

Sensor placement: A number of models for sensor placement have been closely related and naturally modeled as instances of submodular maximization [Krause et al., 2008b, 2006].

Summarization: A number of summarization problems, including document and news summarization [Lin and Bilmes, 2010, 2011c, 2012], image collection summarization [Simon et al., 2007] etc. are becoming increasingly important machine learning problems. Natural properties of summaries are that they are diverse and simultaneously cover the information from the collection. A number of submodular functions naturally model these properties, and not surprisingly they have empirically provided large improvements in performance.

Diverse web search and retrieval: The problem of finding a diverse set of articles in information retrieval and web search can be modeled as submodular maximization [He et al., 2012]. These can also be extended to obtaining diverse collections for image retrieval.

Data subset selection: Present day machine learning applications tend to draw large amounts of training data. Larger data sets come with increased demands on computational resources; moreover, they tend to include redundant information as their size increases. Therefore, the performance gain curves of large-scale systems with respect to the amount of training data often show diminishing return. Submodular functions naturally capture this notion, and pose as promising models for these problems. Moreover, these models have shown promising results, for example in the context of speech data subset selection [Lin and Bilmes, 2009, Wei et al., 2013].
Influence maximization: Influence maximization has been an important problem in social network theory. Interestingly, a number of models for this problem are instances of submodular maximization [Kempe et al., 2003].

Determinantal Point Processes: The Determinantal Point Processes (DPPs) which have found numerous applications in machine learning [Kulesza and Taskar, 2012] have been shown to naturally model diversity. They are closely related to submodular functions, and are in fact log-submodular distributions. In particular, the MAP inference problem is a form of non-monotone submodular maximization.

4.3 Combinatorial Algorithmic Framework

4.3.1 The Minorization-Maximization (MMax) framework

With the submodular subgradients (defined in Section 1.4.1), we can define a generic MMax algorithm. In each iteration, the algorithm maximizes a modular lower formed via the current solution \( Y \).

\[
m_Y^f(X) = f(Y) + h_Y(X) - h_Y(Y) \leq f(X).
\]  

These bounds are tight at the current solution, i.e they satisfy \( m_Y^f(Y) = f(Y) \), and \( m_Y^f(X) \leq f(X), \forall X \subseteq V \). In almost all cases, optimizing the modular approximation is much faster than optimizing the original cost function \( f \).

Algorithm 2 Subgradient Ascent Algorithm for Problem 2

Start with an arbitrary \( X^0 \).

\[
\text{while until convergence } (X^{i-1} = X^i) \text{ do }
\]

\[
\begin{align*}
\text{Pick a subgradient } h_{X^t} \text{ at } X^t \\
X^{t+1} := \text{argmax}_{X \in \mathcal{C}} m_f^{X^t}(X) \\
t &\leftarrow t + 1
\end{align*}
\]

Algorithm 2 show our discrete MMax scheme for submodular maximization, for both
constrained and unconstrained settings. Since we are maximizing a tight lower bound, the algorithm must make progress in each iteration.

**Lemma 4.1.** Algorithm 2 monotonically increases the objective function value at every iteration for Problems 2, as long as a linear function can be exactly optimized over $C$.

**Proof.** Note that $f(X^{t+1}) \geq m_j^{X^t}(X^{t+1})$. Since $X^{t+1}$ minimizes $m_j^{X^t}$, it follows that

$$f(X^{t+1}) \geq m_j^{X^t}(X^{t+1}) \geq m_j^{X^t}(X^t) = f(X^t).$$  \hfill (4.2)

Note that unlike subgradient descent used in convex analysis, this is a discrete algorithm. Moreover, note that we use the subgradients for submodular maximization (recall that in the case of submodular minimization, we used the supergradients), and hence we call this Subgradient Ascent.

Just like for minimization, for submodular maximization too we obtain a family of algorithms where each member is specified by a distinct schedule of subgradients in Algorithm 2. We will only select subgradients that are vertices of the subdifferential, i.e., each subgradient corresponds to a permutation of $V$. For any of those choices, Algorithm 2 (which we shall henceforth call MMax) converges quickly. To bound the running time, we assume that we proceed only if we make sufficient progress, i.e., if $f(X^{t+1}) \geq (1 + \eta)f(X^t)$.

**Lemma 4.2.** MMax with $X^0 = \arg\max_j f(j)$ runs in time $O(T \log_1 n)$, where $T$ is the time for maximizing a modular function subject to $X \in C$.

**Proof.** Let $X^*$ be the optimal solution, then

$$f(X^*) \leq \sum_{i \in X^*} f(j) \leq n \max_{j \in V} f(j) = nf(X^0).$$  \hfill (4.3)

Furthermore, we know that $f(X^t) \geq (1 + \eta)^t f(X^0)$. Therefore, we have reached the maximum function value after at most $(\log n) / \log(1 + \eta)$ iterations.
<table>
<thead>
<tr>
<th>Constraints</th>
<th>Property</th>
<th>Subgradient</th>
<th>Approx. bound</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconstrained</td>
<td>non-monotone</td>
<td>Random (RA/RP)</td>
<td>1/4</td>
<td>1/2</td>
</tr>
<tr>
<td>Unconstrained</td>
<td>symmetric</td>
<td>Random (RA/RP)</td>
<td>1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>Unconstrained</td>
<td>non-monotone</td>
<td>Local Search based (RLS/DLS)</td>
<td>1/3 − η</td>
<td>1/2</td>
</tr>
<tr>
<td>Unconstrained</td>
<td>symmetric</td>
<td>Local Search based (RLS/DLS)</td>
<td>1/2 − η</td>
<td>1/2</td>
</tr>
<tr>
<td>Unconstrained</td>
<td>non-monotone</td>
<td>Bi-directional greedy (BG)</td>
<td>1/3</td>
<td>1/2</td>
</tr>
<tr>
<td>Unconstrained</td>
<td>non-monotone</td>
<td>Rand. bi-directional greedy (RBG)</td>
<td>1/3</td>
<td>1/2</td>
</tr>
<tr>
<td>Unconstrained</td>
<td>non-monotone</td>
<td>Greedy (GR)</td>
<td>1/n</td>
<td>1/2</td>
</tr>
<tr>
<td>Cardinality</td>
<td>monotone</td>
<td>Random (RA/RP)</td>
<td>k/n</td>
<td>(\frac{1}{\kappa_f}(1 - e^{-\kappa_f}))</td>
</tr>
<tr>
<td>Cardinality</td>
<td>non-monotone</td>
<td>Random (RA/RP)</td>
<td>(k(n - k)/n(n - 1))</td>
<td>1/2</td>
</tr>
<tr>
<td>Cardinality</td>
<td>symmetric</td>
<td>Random (RA/RP)</td>
<td>(2k(n - k)/n(n - 1))</td>
<td>1/2</td>
</tr>
<tr>
<td>Cardinality</td>
<td>monotone</td>
<td>Greedy (GR)</td>
<td>(\frac{1}{\kappa_f}(1 - e^{-\kappa_f}))</td>
<td>(\frac{1}{\kappa_f}(1 - e^{-\kappa_f}))</td>
</tr>
<tr>
<td>Cardinality</td>
<td>non-monotone</td>
<td>Greedy (GR)</td>
<td>1/k</td>
<td>1/2</td>
</tr>
<tr>
<td>Cardinality</td>
<td>approx-monotone</td>
<td>Greedy (GR)</td>
<td>((1 - 1/e)/\nu_f^{k,2k})</td>
<td>(1 - 1/e)</td>
</tr>
<tr>
<td>Cardinality</td>
<td>non-monotone</td>
<td>Random-Greedy (RG)</td>
<td>1/e</td>
<td>1/2</td>
</tr>
<tr>
<td>Matroid</td>
<td>monotone</td>
<td>Greedy (GR)</td>
<td>(1/(1 + \kappa_f))</td>
<td>(\frac{1}{\kappa_f}(1 - e^{-\kappa_f}))</td>
</tr>
<tr>
<td>Knapsack</td>
<td>monotone</td>
<td>Greedy (GR)</td>
<td>1 - 1/e</td>
<td>1 - 1/e</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of the approximation factors obtained through specific subgradients for various forms of submodular maximization (see text for details).
In practice, we observe that MMax terminates within 3-10 iterations. We next consider specific subgradients and their theoretical implications. Our results rely on the observation that many maximization algorithms actually compute a specific subgradient and run MMax with this subgradient. To our knowledge, this observation is new.

4.4 Unconstrained Submodular Maximization

For unconstrained problems, we assume the submodular function to be non-monotone (the problem is trivial for monotone submodular functions). The approximation guarantees obtained via different choices of subgradients are summarized in Table 4.1.

4.4.1 Random Permutation (RA/RP).

In iteration $t$, we randomly pick a permutation $\sigma^t$ that defines a subgradient at $X^{t-1}$, i.e., $X^{t-1}$ is assigned to the first $|X^{t-1}|$ positions. This corresponds to randomly choosing an extreme subgradient in subdifferential of $X^t$. At $X^0 = \emptyset$, this can be any permutation. Stopping after the first iteration we can achieve an approximation factor of $1/4$ in expectation, and $1/2$ for symmetric functions. We call this procedure Random Permutation (RP). Making further iterations only improves the solution. We call this Random Adaptive (RA).

**Lemma 4.3.** When running Algorithm RP (or RA) with $X^0 = \emptyset$, it holds after one iteration that $\mathbb{E}(f(X^1)) \geq \frac{1}{4} f(X^*)$ if $f$ is a general non-negative submodular function, and $\mathbb{E}(f(X^1)) \geq \frac{1}{2} f(X^*)$ if $f$ is symmetric.

**Proof.** Each permutation has the same probability $1/n!$ of being chosen. Therefore, it holds that

$$
\mathbb{E}(f(X^1)) = \mathbb{E}_\sigma(\max_{X \subseteq V} h_0^\sigma(X))
$$

$$
= \frac{1}{n!} \sum_{\sigma} \max_{X \subseteq V} h_0^\sigma(X)
$$
Let $\emptyset \subseteq S_1^\sigma \subseteq S_2^\sigma \cdots \subseteq S_n^\sigma = V$ be the chain corresponding to a given permutation $\sigma$. We can bound

$$\max_{X \subseteq V} h_0^\sigma(X) \geq \sum_{k=0}^n \frac{\binom{n}{k}}{2^n} f(S_k^\sigma)$$

(4.6)

because $\max_{X \subseteq V} h_0^\sigma(X) \geq f(S_k^\sigma), \forall k$ and $\sum_{k=0}^n \frac{\binom{n}{k}}{2^n} = 1$. Together, Equations (4.5) and (4.6) imply that

$$\mathbb{E}(f(X^1)) \geq \mathbb{E}_{\sigma}(\max_{X \subseteq V} h_0^\sigma(X))$$

$$\geq \sum_{\sigma} \sum_{k=0}^n \frac{\binom{n}{k}}{2^n} f(S_k^\sigma) \frac{1}{n!}$$

$$= \sum_{k=0}^n \frac{\binom{n}{k}}{n!2^n} \sum_{\sigma} f(S_k^\sigma)$$

$$= \sum_{k=0}^n \frac{\binom{n}{k}}{n!2^n} k!(n-k)! \sum_{S:|S|=k} f(S)$$

$$= \sum_{S} \frac{f(S)}{2^n}$$

$$= \mathbb{E}_S(f(S))$$

By $\mathbb{E}_S(f(S))$, we denote the expected function value when the set $S$ is sampled uniformly at random, i.e., each element is included with probability $1/2$. [Feige et al., 2011b] shows that $\mathbb{E}_S(f(S)) \geq \frac{1}{4} f(X^*)$. For symmetric submodular functions, the factor is $1/2$. \qed

A key observation which proves the result above is that RP guarantees a solution, which in expectation, is no worse than a random subset (RS). Moreover, Algorithm RA further improves upon RP and hence RS. In practice, moreover, we find that this difference is often significant.

4.4.2 Randomized local search (RLS) based subgradient.

Instead of using a completely random subgradient at every iteration as in RA, we fix the positions of two elements: the permutation must satisfy that $\sigma^\prime(|X^\prime| + 1) \in \text{argmax}_j f(j|X^\prime)$
and $\sigma^t(|X^t| - 1) \in \arg\min_j f(j|X^t\backslash j)$. The remaining positions are assigned randomly. An $\eta$-approximate version of MMax with such subgradients returns an $\eta$-approximate local maximum that achieves an improved approximation factor of $1/3 - \eta$ in $O(n^2 \log \eta n)$ iterations.

**Lemma 4.4.** Algorithm RLS returns an $\eta$-approximate local maximum $X$ that satisfies
\[
\max \{ f(X), f(V \setminus X) \} \geq (\frac{1}{3} - \eta) f(X^*) \text{ in } O(n^2 \log \eta n) \text{ iterations.}
\]
For a symmetric function, that factor is $1/2 - \eta$.

**Proof.** At termination ($t = T$), it holds that $\max_j f(j|X^T) \leq 0$ and $\min_j f(j|X^T \setminus j) \geq 0$; this implies that the set $X^T$ is local optimum.

To show local optimality, recall that the subgradient $h_{X^T}^T$ satisfies $h_{X^T}^T(X^T) = f(X^T)$, and $h_{X^T}^T(Y) \geq h_{X^T}^T(X^T)$ for all $Y \subseteq V$. Therefore, it must hold that $\max_{j \notin X^T} f(j|X^T) = \max_{j \notin X^T} h_{X^T}^T(j) \leq 0$, and $\min_{j \in X^T} f(j|X^T \setminus j) = h_{X^T}^T(j) \geq 0$, which implies that the set $X^T$ is a local maximum.

We now use a result by [Feige et al., 2011b] showing that if a set $X$ is a local optimum, then $f(X) \geq \frac{1}{3} f(X^*)$ if $f$ is a general non-negative submodular set function and $f(X) \geq \frac{1}{2} f(X^*)$ if $f$ is a symmetric submodular function. If the set is an $\eta$-approximate local optimum, we obtain a $\frac{1}{3} - \eta$ approximation (and $1/2 - \eta$ for symmetric submodular) [Feige et al., 2011b]. A complexity analysis similar to Lemma 4.2 reveals that the worst case complexity of this algorithm is $O(n^2 \log \eta n)$.

Note that even finding an exact local maximum is hard for submodular functions [Feige et al., 2011b], and therefore it is necessary to resort to an $\eta$-approximate version, which converges to an $\eta$-approximate local maximum.

### 4.4.3 Deterministic local search (DLS) based subgradient.

A completely deterministic variant of RLS defines the permutation by an entirely greedy ordering. We define permutation $\sigma^t$ used in iteration $t$ via the chain $\emptyset = S_0^t \subset S_1^t \subset \ldots \subset S_n^t$ it will generate. The initial permutation is $\sigma^0(j) = \arg\max_{k \in S_{j-1}^0} f(k|S_{j-1}^0)$ for $j = 1, 2, \ldots$. 
In subsequent iterations $t$, the permutation $\sigma^t$ is

$$
\sigma^t(j) = \begin{cases} 
\sigma^{t-1}(j) & \text{if } t \text{ even, } j \in X^{t-1} \\
\arg\max_k f(k|S^{\sigma^t}_{j-1}) & \text{if } t \text{ even, } j \notin X^{t-1} \\
\arg\min_k f(k|S^{\sigma^t}_{j+1}\setminus k) & \text{if } t \text{ odd, } j \in X^{t-1} \\
\sigma^{t-1}(j) & \text{if } t \text{ odd, } j \notin X^{t-1}.
\end{cases}
$$

**Algorithm 3** Deterministic Local Search Algorithm for Unconstrained Submodular Maximization

Start with $Y_0 = \emptyset$, $n \leftarrow 0$

repeat

\[ Y_1 = \arg\max_{v \in V} f(v); \]

% **Greedy add elements**

\[ \text{while } f(Y_{n+1}) \geq (1 + \eta)f(Y_n) \text{ do} \]

\[ y = \arg\max_{v \in V \setminus Y_n} f(v|Y_n); \]

\[ Y_{n+1} = Y_n \cup y; \]

\[ n \leftarrow n + 1; \]

% **Greedy remove elements**

\[ \text{while } f(Y_{n+1}) \geq (1 + \eta)f(Y_n) \text{ do} \]

\[ y = \arg\max_{v \in Y_n} f(v|Y_n \setminus v); \]

\[ Y_{n+1} = Y_n \setminus y; \]

\[ n \leftarrow n + 1; \]

until convergence ($Y_n = Y_{n-1}$);

**return** the better amongst $Y_n$ and $V\setminus Y_n$.

This schedule is very similar to the deterministic local search (DLS) algorithm by [Feige et al., 2011b]. This scheme is shown in Algorithm 3. Moreover, similar to RLS, we can show that choosing the better amongst $X$ and $V\setminus X$ (where $X$ is the solution obtained on
convergence) achieves a $1/3 - \eta$ approximation (and $1/2 - \eta$ for symmetric). This algorithm essentially iterates over two greedy algorithms, viz. greedily adding elements and greedily removing elements until convergence. Moreover, note that each inner greedy iteration (which iterates between adding and removing elements) corresponds to one subgradient iteration of MMax.

4.4.4 Greedy Subgradient

A very common algorithm used often for submodular maximization is the greedy algorithm [Nemhauser et al., 1978].

**Algorithm 4** Greedy Algorithm for Unconstrained Submodular Maximization

Start with $Y_0 = \emptyset, n \leftarrow 0$

repeat

\[
\begin{align*}
    y &= \arg\max_{v \in V \setminus Y_n} f(v|Y_n); \\
    Y_{n+1} &= Y_n \cup y; \\
    n &\leftarrow n + 1;
\end{align*}
\]

until $f(Y_n) \leq f(Y_{n-1})$;

return $Y_{n-1}$.

While this algorithm has strong guarantees for constrained monotone submodular functions (we shall revisit this later), it retains very weak guarantees for non-monotone submodular functions.

**Lemma 4.5.** The greedy algorithm admits a worst case factor of $\theta(1/n)$ for non-monotone submodular maximization, which is tight.

**Proof.** Assume $\max_{j \in V} f(j) > 0$, otherwise, the greedy algorithm returns the empty set and achieves the optimum. Let $S^G$ denote the greedy solution, then we have $f(S^G) \geq \max_{j \in V} f(j)$. 


Then, for any $S \subseteq V$, the following chain of inequalities hold

$$f(S) \leq \sum_{j \in S} f(j) \leq |S| \max_{j \in S} f(j) \leq |S| \max_{j \in V} f(j) \leq |S| f^*(S^G).$$

Therefore, $f(S^G) \geq 1/|S| f(S)$, for any $S \subseteq V$, and hence $f(S^G) \geq 1/n f(OPT)$.

To show the tightness, consider the following function. Define $f$ such that, $f(S) = 1$, if $x \in S$ for some item $x$, and $f(S) = |S|$ otherwise. The submodularity of the function $f$ can be easily checked by the definition. The greedy algorithm, in the worst case, returns item $x$, while the optimum is achieved by $V \setminus x$. In this case, the approximation factor is $1/(n-1)$.

\begin{proof}

It is interesting to note however, that though the greedy algorithm can be really bad for non-monotone submodular functions, the Deterministic Local Search Algorithm above which uses the greedy algorithm multiple times (potentially also improving upon it) admits constant factor guarantees. Moreover, one could also visualize an algorithm which rather than starting at the empty set and adding elements, starts with the ground set and removes elements. Though this technique is equally reasonable, it too can be $\theta(1/n)$. In the next two sections, we shall see bidirectional variants of the greedy algorithm, proposed by [Buchbinder et al., 2012] provide optimal constant factor approximation guarantees. In some sense, they exploit this drawback of the unidirectional nature of the greedy algorithm and suggest a bidirectional greedy approach.

4.4.5 **Bi-directional greedy (BG) subgradient.**

The procedures above indicate that greedy and local search algorithms implicitly define specific chains and thereby subgradients. Likewise, the deterministic bi-directional greedy algorithm by [Buchbinder et al., 2012] induces a distinct permutation of the ground set (the algorithm is shown in Algorithm 5 for completeness). This algorithm effectively overcomes the difficulties of the simple greedy algorithm, and achieves an approximation factor of $1/3$. This improves upon the local search techniques by removing $\eta$, and unlike the local search, the $1/3$ approximation holds in just $O(n)$ time.
This algorithm is equivalent to MMax with a specific induced subgradient. In particular, the entire scheme of Algorithm 5 can be seen as a single subgradient in MMax. Given an initial ordering \( \tau \), the bi-directional greedy algorithm (Algorithm 5) by [Buchbinder et al., 2012] generates a chain of sets. Let \( \sigma^\tau \) denote the permutation defined by this chain, obtainable by mimicking the algorithm.

**Algorithm 5** Bidirectional Greedy Algorithm of [Buchbinder et al., 2012] for Unconstrained Submodular Maximization

Start with \( A_0 = \emptyset, B_0 = V \), and an initial ordering of \( V : \tau = \{\tau_1, \tau_2, \ldots, \tau_n\} \)

for \( i = 1 \) to \( n \) do

\[
\begin{align*}
    a_i & \leftarrow f(A_{i-1} \cup \tau_i) - f(A_{i-1}) \\
    b_i & \leftarrow f(B_{i-1}\setminus \tau_i) - f(B_{i-1})
\end{align*}
\]

if \( a_i \geq b_i \) then

\[
A_i = A_{i-1} \cup \tau_i, B_i = B_{i-1}
\]

else

\[
A_i = A_{i-1}, B_i = B_{i-1}\setminus \tau_i
\]

return \( A_n \) (or \( B_n \))

---

**Lemma 4.6.** The set \( X^1 \) obtained by MMax with the subgradient \( \sigma^\tau \) equivalent to BG satisfies that \( f(X) \geq \frac{1}{3} f(X^*) \).

*Proof.* We run MMax with the corresponding subgradient \( \sigma^\tau \). By construction, the set \( S^\tau \) returned by the bi-directional greedy algorithm is contained in the chain. Therefore, it holds that

\[
f(X^1) \geq \max_{X \subseteq V} h_{\emptyset}^{\sigma^\tau}(X)
\geq \max_k f(S_k^{\sigma^\tau})
\geq f(S^\tau)
\geq \frac{1}{3} f(X^*).
\]
The first inequality follows since the subgradient is tight for all sets in the chain. For the second inequality, we used that $S^r$ belongs to the chain, and hence $S^r = S^r_j$ for some $j$. The last inequality follows from the approximation factor satisfied by $S^r$ [Buchbinder et al., 2012]. We can continue the algorithm, using any one of the adaptive schedules above to get a locally optimal solution. This can only improve the solution.

It is worth pointing out here, that the ordering $\sigma^r$ is obtained only by running Algorithm 5. In particular, having obtained the sets $X_n, Y_n$ (note that $X_n \cup Y_n = V$, we can define a ordering via the elements in $X_n$ and $Y_n$. The subgradient is formed via this natural ordering.

4.4.6 Randomized bi-directional greedy (RBG) subgradient.

Like its deterministic variant, the randomized bi-directional greedy algorithm (shown in Algorithm 6 for completeness) by [Buchbinder et al., 2012] can be shown to run MMax with a specific subgradient. Starting from $\emptyset$ and $V$, it implicitly defines a random chain of subsets and thereby (random) subgradients. A simple analysis shows that this subgradient leads to the best possible approximation factor of $1/2$ in expectation.

**Algorithm 6** Randomized Bidirectional Greedy Algorithm of [Buchbinder et al., 2012] for Unconstrained Submodular Maximization

Start with $A_0 = \emptyset, B_0 = V$, and an initial ordering of $V : \tau = \{\tau_1, \tau_2, \cdots, \tau_n\}$

for $i = 1$ to $n$ do

\[
\begin{aligned}
    a_i &\leftarrow f(A_{i-1} \cup \tau_i) - f(A_{i-1}) \\
b_i &\leftarrow f(B_{i-1} \setminus \tau_i) - f(B_{i-1}) \\
a'_i &\leftarrow \max\{a_i, 0\}, b'_i \leftarrow \max\{b_i, 0\}
\end{aligned}
\]

with probability $\frac{a'_i}{a'_i + b'_i}$: $A_i = A_{i-1} \cup \tau_i, B_i = B_{i-1}$

else with probability $\frac{b'_i}{a'_i + b'_i}$: $A_i = A_{i-1}, B_i = B_{i-1} \setminus \tau_i$

return $A_n$ (or $B_n$)
by [Buchbinder et al., 2012] induces a (random) permutation \( \sigma^\tau \) based on an initial ordering \( \tau \).

**Lemma 4.7.** The set \( X^1 \) obtained by running \( \text{MMax} \) using the randomized bi-directional greedy subgradient \( \sigma^\tau \) satisfies \( \mathbb{E}(f(X^1)) \geq \frac{1}{2} f(X^*) \), where the expectation is taken over the randomness in \( \sigma^\tau \).

**Proof.** The permutation \( \sigma^\tau \) is obtained by a randomized algorithm, but once \( \sigma^\tau \) is fixed, the remainder of \( \text{MMax} \) is deterministic. By an argumentation similar to that in the proof of Lemma 4.6, it holds that

\[
\mathbb{E}(f(X)) \geq \mathbb{E}(\max_X h^\sigma_{\theta}(X)) \\
\geq \mathbb{E}(\max_k f(S^\sigma_k)) \\
\geq \mathbb{E}(f(S^\sigma)) \\
\geq \frac{1}{2} f(X^*)
\]

The last inequality follows from a result in [Buchbinder et al., 2012].

Similar to the deterministic case, the (random) subgradient here is initialized only by running the randomized algorithm.

### 4.5 Constrained Submodular Maximization

In this final section, we analyze subgradients for maximization subject to the constraint \( X \in \mathcal{C} \). We consider both monotone and non-monotone submodular functions. Table 4.1 lists the results obtained with specific choices of subgradients under different settings. Some of these results are also plotted in Figure 4.1.

#### 4.5.1 Random Subgradient (RA/RP)

Similar to the unconstrained setting, the simplest subgradient is to just choose a random one at every iteration: we randomly pick a permutation \( \sigma \) that defines a subgradient at \( X^{t-1} \), i.e.,
Figure 4.1: Theoretical Approximation guarantees for cardinality constrained submodular maximization under various settings. The top left figure corresponds to monotone submodular functions, the top middle figure corresponds to the problem $\max\{f(X) | |X| \leq k\}$, while the top right figure corresponds to $\max\{f(X) | |X| = k\}$, both with non-monotone submodular functions. The bottom left figure corresponds to $\max\{f(X) | |X| \leq k\}$, while the bottom right refers to $\max\{f(X) | |X| = k\}$, both with symmetric submodular functions. For the different subgradient schemes in the legends, refer to the text. The method Best refers to the best algorithm for the corresponding problem, based on a continuous double greedy algorithm [Buchbinder et al., 2014]
$X^{t-1}$ is assigned to the first $|X^{t-1}|$ positions. At $X^0 = \emptyset$, this can be any permutation. We iteratively optimize the corresponding modular upper bound, subject to the constraints. This simple technique achieves bounded approximation factors.

**Lemma 4.8.** Given a monotone submodular function and a parameter $k$, running $\text{MMAX}$ with a random permutation obtains a worst case approximation factor of $k/n$ for the problem $\max\{f(X)||X| \leq k\}$. With a non-monotone submodular function, running $\text{MMAX}$ with a random permutation provides an approximation factor of $\frac{k(n-k)}{n(n-1)}$ for the problem $\max\{f(X)||X| = k\}$, and a factor of $\frac{k(n-k)}{n(n-1)}$, for $k \leq n/2$ and $1/4 + o(1)$ for $k \geq n/2$ for the problem $\max\{f(X)||X| \leq k\}$. When $f$ is symmetric, the factors can be improved to $\frac{2k(n-k)}{n(n-1)}$.

**Proof.** First we consider the case of $\max\{f(X)||X| = k\}$. Each permutation has the same probability $1/n!$ of being chosen. Therefore, it holds that

$$
\mathbb{E}(f(X^1)) = \mathbb{E}_\sigma(\max_{X \subseteq V} h_\emptyset^\sigma(X))
= \frac{1}{n!} \sum_{\sigma} \max_{X \subseteq V} h_\emptyset^\sigma(X)
$$

Let $\emptyset \subseteq S_1^\sigma \subseteq S_2^\sigma \cdots S_n^\sigma = V$ be the chain corresponding to a given permutation $\sigma$. We then have that, $\max_{X \subseteq V:|X|=k} h_\emptyset^\sigma(X) \geq f(S_k^\sigma)$. Hence, we have,

$$
\mathbb{E}(f(X^1)) \geq \mathbb{E}_\sigma(\max_{X \subseteq V} h_\emptyset^\sigma(X))
\geq \frac{1}{n!} \sum_{\sigma} f(S_k^\sigma)
= \frac{(n-k)!k!}{n!} \sum_{S:|S|=k} f(S)
= \sum_{S:|S|=k} \frac{f(S)}{\binom{n}{k}}
= \mathbb{E}_{S \in \binom{[n]}{k}}(f(S))
$$

By $\mathbb{E}_{S \in \binom{[n]}{k}}(f(S))$, we denote the expected function value when the set $S$ is sampled uniformly at random amongst sets of size $k$. [Filmus, 2013] shows that choosing a random set of size $k$
obtains a guarantee of \( \frac{k}{n} \) and \( \frac{n(n-k)}{n(n-1)} \) for the problem \( \max\{ f(X) \vert |X| = k \} \) with monotone and non-monotone submodular functions respectively.

We now handle the problem of \( \max\{ f(X) \vert |X| \leq k \} \). When \( f \) is monotone, this problem is equivalent to \( \max\{ f(X) \vert |X| = k \} \). When \( f \) is non-monotone, we can provide an algorithm as follows. If \( k \leq n/2 \), select a random set of size \( k \), else, select a random set of size \( n/2 \). This simple technique provides a worst case guarantee of \( \frac{k(n-k)}{n(n-1)} \), for \( k \leq n/2 \) and \( 1/[4(1-1/n)] = 1/4 + o(1) \) for \( k \geq n/2 \).

Interestingly, MMMax directly and automatically achieves this. If \( k \leq n/2 \), we can use exactly the above proof to obtain the guarantee (since maximizing the random modular lower bound is better than the expected value of a random subset of size \( k \)). When \( k \geq n/2 \), we can slightly modify the above proof as follows.

\[
\mathbb{E}(f(X^1)) \geq \mathbb{E}_{\sigma}(\max_{X \subseteq V} h^\sigma(X)) \\
= \frac{1}{n!} f(S^\sigma_{n/2}) \\
= \frac{1}{n!} \sum_{\sigma} f(S^\sigma_{n/2}) \\
= \mathbb{E}_{S \in \binom{[n]}{n/2}}(f(S))
\]

For symmetric submodular functions, the factor is \( \frac{2n(n-k)}{n(n-1)} \), which follows by combining the above proof technique with the guarantee of [Filmus, 2013] for symmetric submodular functions. In particular, the problem \( \max\{ f(X) \vert |X| = k \} \) achieves a factor of \( \frac{2n(n-k)}{n(n-1)} \), while the problem \( \max\{ f(X) \vert |X| \leq k \} \) obtains a factor of \( \frac{2n(n-k)}{n(n-1)} \), for \( k \leq n/2 \) and \( 1/2 + o(1) \) for \( k \geq n/2 \).

Note that the guarantee of the random subgradient approach holds just after the first iteration, and continuing the algorithm until convergence will only improve the objective. We also saw how many different settings can very easily be integrated into a unified algorithm of MMMax, which naturally takes care of the constraints given. This is in contrast to the random subset algorithm, which needs to adapt based on the value of \( k \), for example, in the setting of \( \max\{ f(X) \vert |X| \leq k \} \).
Also note, that the problem \( \max \{ f(X) \mid |X| \leq k \} \) is equivalent to unconstrained submodular maximization when \( k = n \). Correspondingly, MMax yields a slightly improved approximation factor of \( 1/[4(1 - 1/n)] \) (thanks to the Lemma above), even for the unconstrained submodular maximization with a random subgradient. This is a slight improvement over Lemma 4.3.

4.5.2 Greedy Subgradient (GS)

We investigate the role of a greedy subgradient, which yields a greedy algorithm for submodular maximization. In this section, we shall study the role of many of the constructs defined in section 1.5 in the approximation guarantees.

**Monotone submodular maximization:** An important subgradient results from the greedy permutation \( \sigma^g \), defined as

\[
\sigma^g(i) \in \arg\max_{j \notin S_{t-1}^{\sigma^g} \text{ and } S_{t-1}^{\sigma^g} \cup \{j\} \in \mathcal{C}} f(j | S_{t-1}^{\sigma^g}). \tag{4.7}
\]

This definition might be partial; we arrange any remaining elements arbitrarily. When using the corresponding subgradient \( h^{\sigma^g} \), we recover a number of approximation results already after one iteration:

**Algorithm 7** Greedy Algorithm for \( \max_{X \in \mathcal{C}} f(X) \)

Start with \( Y_0 = \emptyset, n \leftarrow 0 \)

repeat

\[
\begin{align*}
y &= \arg\max_{v \in V \setminus Y_n} f(v | Y_n); \\
Y_{n+1} &= Y_n \cup y; \\
n &= n + 1;
\end{align*}
\]

until \( Y_n \notin \mathcal{C} \);

return \( Y_{n-1} \).
Lemma 4.9. Using $h^{\sigma^g}$ in iteration 1 of MMax yields the following approximation bounds for $X^1$:

- $\frac{1}{\kappa_f}(1 - (1 - 1/k)^{k}\kappa_f) \geq \frac{1}{\kappa_f}(1 - e^{-\kappa_f})$, if $C = \{X \subseteq V : |X| \leq k\}$
- $\frac{1}{p+\kappa_f}$, for the intersection $C=\cap_{i=1}^p I_i$ of $p$ matroids
- $\frac{1}{\kappa_f}(1 - (K - K^*)/K)$, for any down-monotone constraint $C$, where $K$ and $k$ are the maximum and minimum cardinality of the maximal feasible sets in $C$.

We remark that the above choice of the subgradient essentially ensures that MMax mimics the Greedy algorithm (Algorithm 7) in its first iteration. This result provides guarantees for a large class of constraints (which include cardinality, matroids etc.)

**Proof.** We prove the first result for cardinality constraints. The proofs for the matroid and general down-monotone constraints are analogous. By the construction of $\sigma^g$, the set $S^g_k$ is exactly the set returned by the greedy algorithm. This implies that

$$f(X^1) \geq \arg\max_{X:|X|\leq k} h^g_\theta(X)$$

$$\geq h^g_\theta(S^g_k)$$

$$= f(S^g_k)$$

$$\geq \frac{(1 - e^{-\kappa_f})}{\kappa_f} f(X^\ast).$$

The last inequality follows from [Nemhauser et al., 1978, Conforti and Cornuejols, 1984].

**Remark 4.1.** Note the role of curvature in the guarantees above. [Nemhauser et al., 1978] showed that the greedy algorithm obtains a worst case approximation factor of $1 - 1/e$ for cardinality constraints, and $1/(p + 1)$ for $p$ matroid constraints (in particular, this gives a 1/2 approximation for submodular maximization subject to a single matroid constraint). [Conforti and Cornuejols, 1984] improved these factors to $\frac{1}{\kappa_f}(1 - e^{-\kappa_f})$ and $\frac{1}{p+\kappa_f}$ respectively. Also note that the greedy subgradient is tight for the cardinality constrained case. In the case of matroidal constraints however, the greedy algorithm is sub-optimal [Calinescu et al., 2007].
A very similar construction of a greedy permutation provides bounds for budget constraints, i.e., \( c(S) \triangleq \sum_{i \in S} c(i) \leq B \) for some given nonnegative costs \( c \). The problem of interest here is,

\[
\max \{ f(S) | c(S) \leq B \} \tag{4.8}
\]

**Algorithm 8** Greedy Algorithm for \( \max_{c(S) \leq B} f(X) \)

Start with \( Y_0 = \emptyset, n \leftarrow 0 \)

repeat

\[
y = \arg \max_{v \in V \setminus Y_n} \frac{f(v|Y_n)}{c(v)};
\]

\( Y_{n+1} = Y_n \cup y; \)

\( n \leftarrow n + 1; \)

until \( c(Y_n) \geq B; \)

return \( Y_{n-1}. \)

In particular, define a permutation as:

\[
\sigma^g(i) \in \arg\max_{j \notin S^g_{i-1}, c(S^g_{i-1} \cup \{j\}) \leq B} \frac{f(j|S^g_{i-1})}{c(j)}. \tag{4.9}
\]

The following result then follows from [Lin and Bilmes, 2010, Krause and Guestrin, 2005a, Sviridenko, 2004].

**Lemma 4.10.** Using \( \sigma^g \) in MMax under the budget constraints yields:

\[
\max \{ \max_{i : c(i) \leq B} f(i), f(X^1) \} \geq \frac{1}{2} (1 - 1/e) f(X^*). \tag{4.10}
\]

Let \( \sigma^{ijk} \) be a permutation with \( i, j, k \) in the first three positions, and the remaining arrangement greedy. Running \( O(n^3) \) restarts of MM yields sets \( X_{ijk} \) (after one iteration) with

\[
\max_{i, j, k \in V} f(X_{ijk}) \geq (1 - 1/e) f(X^*). \tag{4.11}
\]
The proof is analogous to that of Lemma 4.9. This Lemma essentially mimics two variants of the greedy algorithm. One is a faster variant due to [Lin and Bilmes, 2010, Krause and Guestrin, 2005a] (Algorithm 8). The second variant is a more computationally complex algorithm, and enumerates all subsets of size 3 and augments them with the cost sensitive greedy procedure shown above. This algorithm was shown to give a $1 - 1/e$ approximation [Sviridenko, 2004].

**Fast/Lazy variants of Greedy Algorithm:** Finally we note that the greedy algorithm for monotone submodular functions can be accelerated via the accelerated greedy algorithm [Minoux, 1978]. This algorithm effectively avoids the $O(n^2)$ computation using submodularity. In practice, moreover, it performs much faster [Leskovec et al., 2007]. Since we need to compute the greedy ordering to run MMax, the accelerated greedy procedure serves as a much more effective means. [Badanidiyuru and Vondrák, 2014] recently propose a fast though approximate lazy scheme for obtaining an ordering. This scheme also obtains an ordering like the lazy greedy algorithm. Unlike the lazy greedy, however, it is only approximate, and obtains a factor of $1 - 1/e - \epsilon$. It does so in $O(\frac{n}{\epsilon} \log \frac{2}{\epsilon})$, which is asymptotically faster than $O(n^2)$ of the greedy algorithm. Finally, a multistage version of a greedy algorithm was proposed by [Wei et al., 2014a], where they use proxy functions to define the greedy ordering. Since all these algorithms are variants of the greedy algorithm, and essentially induce an ordering, they can all be seen as inducing an ordering with MMax.

**Non-monotone submodular maximization:** The greedy algorithm provides constant factor (and sometimes optimal) approximation factors for monotone submodular functions. In the context of non-monotone submodular functions however, the greedy algorithm can perform really badly.

**Lemma 4.11.** The greedy algorithm obtains a worst case approximation guarantee of $\theta(1/k)$, which is tight, for the problem $\max \{ f(X) | |X| \leq k \}$ when the submodular function $f$ is non-monotone.
Note that this greedy algorithm is slightly different from Algorithm 7. Along with checking for the cardinality constraint being satisfied, we also check that best gain at any iteration is non-negative (since the function is no longer monotone). Hence this approach works only for the problem \( \max \{ f(X) \| X \| \leq k \} \) and not the cardinality equality setting \( \max \{ f(X) \| X \| = k \} \). The proof of Lemma 4.11 is similar to that of Lemma 4.5.

Fortunately, if the function is approximately monotone till sets of size \( 2k \) (i.e. \( \nu_f^{k,2k} \approx 1 \)), we can retain guarantees close to \( 1 - 1/e \).

**Lemma 4.12.** Given an approximately monotone submodular function \( f \), the greedy algorithm obtains a worst case factor of \( \frac{1}{\nu_f^{k}} (1 - 1/e) \) for the problem \( \max \{ f(X) \| X \| \leq k \} \).

*Proof.* This result follows directly from the proof of [Nemhauser et al., 1978]. Let \( S^* \) be the optimal solution and let \( S^G \) be the greedy solution. Using the proof technique of [Nemhauser et al., 1978], one can show that \( f(S^G) \geq (1 - 1/e) f(S^* \cup S^G) \). This part just requires submodularity of \( f \) and the greedy algorithm. Through the notion of approximate monotonicity, we know that \( f(S^* \cup S^G) \geq \frac{f(S^*)}{\nu_f^{k}} \nu_f^{k,2k} \) (by definition of \( \nu_f^{k,2k} \)). The result then directly follows from these two observations. \( \square \)

An alternate way of quantifying approximate monotonicity is by looking at the gains of sets till size \( l \). In particular, define a parameter \( \epsilon_f^l \) such that,

\[
\epsilon_f^l = - \min_{T \subseteq V, |T| \leq l} f(j|T)
\]  

(4.12)

This quantity was defined by [Krause et al., 2008b]. If \( f \) is monotone, \( \epsilon_f^l \leq 0, \forall l \).

Note that \( \epsilon_f^l \) also provides a notion of approximation, and in particular, an additive approximation factor rather than a multiplicative one.

**Lemma 4.13.** The greedy algorithm admits an additive approximation factor of satisfying:

\[
f(S^G) \geq (1 - 1/e) f(S^*) - k \epsilon_f^{2k}
\]  

(4.13)
Proof. This Lemma was also shown in [Krause et al., 2008b]. For completeness, we have it here. It is easy to see that,

\[ f(T) \geq f(S) + (k - l)f(j|T) \geq f(S) - (l - k)\epsilon_f, \]

for any sets \( T \subseteq S \) satisfying \(|T| \leq k \) and \(|S| = l \). This follows directly from submodularity, and the definition of \( \epsilon_f \). Hence,

\[ f(S^* \cup S^G) \geq f(S^*) - k\epsilon_f^{2k} \]

Following the proof of Lemma 4.12, we have

\[ f(S^G) \geq (1 - 1/e)f(S^* \cup S^G) \geq (1 - 1/e)f(S^*) - k\epsilon_f^{2k}. \] \hspace{1cm} (4.14)

A number of submodular functions, though non-monotone still are close to monotone, and the above result holds for these functions. One example of this is the symmetric mutual information \( I(X_A; X_{V \setminus A}) \), which has been used effectively in sensor placement problems [Krause et al., 2008b]. While this function is non-monotone, it is approximately monotone in the above sense, and obtains approximation guarantees of the form \((1 - \epsilon)(1 - 1/e)\) for a reasonable choice of parameters, and small \( \epsilon \). Another example, is a function of the form \( f(X) = \sum_{i \in V} \sum_{j \in X} s_{ij} - \lambda \sum_{i,j \in X} s_{ij} \). This function has effectively been used in summarization and subset selection problem for choosing diverse sets of objects [Lin and Bilmes, 2010, 2009]. This function also is approximately monotone under reasonable assumptions [Lin and Bilmes, 2010], and satisfies \( \nu_f^{2k,k} = 1 \) with high probability.

**Approximately submodular functions:** [Das and Kempe, 2011] introduced the notion of approximately submodular to improve the bounds of the greedy algorithm for approximately submodular functions.

**Lemma 4.14.** [Das and Kempe, 2011] Given a approximately submodular function \( f \), the greedy algorithm obtains a set \( S^G \) with worst case guarantee \( 1 - e^{-\gamma_f^{S^G,k}} \).
For a submodular function, $\gamma_f^{S^G,k} = 1$, and in general, $\gamma_f^{S^G,k} \leq 1$. We can in fact, seamlessly combine Lemmata 4.14 and 4.12 to obtain the following guarantee for a approximately monotone and approximately submodular function.

**Lemma 4.15.** Given a approximately submodular and approximately monotone function $f$, the greedy algorithm obtains a set $S^G$ with worst case guarantee $1 - \frac{e^{-\gamma_f^{S^G,k}}}{\gamma_f^{S^G,k}}$.

The proof of this Lemma, follows again by adapting the notion of approximate monotonicity in the proof of [Das and Kempe, 2011].

### 4.5.3 Random Greedy (RG) Subgradient

The greedy algorithm fails to obtain constant factor approximation guarantees for general non-monotone submodular functions. A simple randomized variant of the greedy algorithm, however, ensures constant factor guarantees [Buchbinder et al., 2014].

**Algorithm 9** Random Greedy Algorithm under Cardinality Constraints

```
Start with $Y_0 = \emptyset$
for $i = 1$ to $k$
do
Let $M_i = \arg\max_{X \subseteq V \setminus Y_{i-1}, |X| = k} \sum_{v \in X} f(v|Y_{i-1})$;
Choose $y$ as a uniformly random element in $M_i$;
$Y_i = Y_{i-1} \cup y$;
return $Y_k$.
```

It is easy to see that this random greedy algorithm (Algorithm 9) also implicitly defines a subgradient, which when used within MMax, essentially mimics the algorithm.

**Lemma 4.16.** Using the random greedy subgradient within MMax, provides a worst case approximation factor of $1 - 1/e$ for monotone submodular maximization under cardinality constraints, a factor of $1/e$ with non-monotone submodular functions for the problem $\max\{f(X)||X| \leq k\}$ and $\frac{1-e^{-k/en}}{e} - \epsilon$ for the problem $\max\{f(X)||X| = k\}$ with non-monotone submodular functions.
Note that Algorithm 9 requires \( k \) to be such that \( n \geq 2k \). As shown in [Buchbinder et al., 2014], this assumption can be made w.l.o.g through some simple reductions. Also notice the similarity between the greedy algorithm and the random greedy algorithm. While the greedy algorithm picks the best element at every iteration, the random greedy randomly picks one of the top \( k \) elements at every iteration (both with respect to the current marginal gains). The proof of Lemma 4.16 is similar in lines to the previous results.

4.6 Generality of MMax and Choosing Optimal Subgradients

We list a number of algorithms above, which naturally can be seen as instances of MMax. In particular, these algorithms naturally define permutations, or sequences of permutations corresponding to MMax. We can only expect this to work with combinatorial algorithms. However, a number of submodular maximization algorithms [Chekuri et al., 2011, Calinescu et al., 2011, Buchbinder et al., 2014, Feldman et al., 2011, Calinescu et al., 2007] rely on continuous relaxations and rounding. These algorithms are not combinatorial, but often provide tighter guarantees than their discrete counterparts. For example, for the problem of monotone submodular maximization subject to a single matroid constraints, a continuous greedy algorithm [Calinescu et al., 2011, 2007] obtains a \( 1 - 1/e \) approximation while the discrete greedy algorithm provides only a \( 1/2 \) approximation. In fact, [Vondrák, 2010] improves this to a curvature dependent factor of \( \frac{1}{\kappa_f(S^*)}(1 - e^{-\kappa_f(S^*)}) \geq \frac{1}{\kappa_f}(1 - e^{-\kappa_f}) \). Similarly for cardinality constrained non-monotone submodular maximization, a continuous double greedy algorithm [Buchbinder et al., 2014] provides tighter guarantees than the random greedy algorithm (see Figure 4.1, where this method is referred to as Best). These continuous greedy algorithms do not yield natural subgradients or orderings. Certain combinatorial algorithms also do not readily fit into our algorithmic framework. For example, [Lee et al., 2009a,b] propose local search based techniques to obtain constant factor approximations for non-monotone submodular maximization under knapsack and matroid constraints. Unfortunately, these algorithms require swap operations along with inserting and deleting elements. We do not currently know how to phrase these swap operations via our framework.
While many of these algorithms do not explicitly define a sequence of orderings and permutations, we show that any polynomial time approximation algorithm for unconstrained or constrained variants of submodular optimization can be ultimately seen as an instance of our algorithm, via polynomial-time computable subgradients. In particular we show that there exists polynomial time computable subgradients, which when instantiated within MMax, provides a solution comparable to the given approximation algorithm. This result moreover, holds for both constrained and unconstrained versions.

**Theorem 4.1.** For any polynomial-time unconstrained submodular maximization algorithm that achieves an approximation factor \( \alpha \), there exists a schedule of subgradients (obtainable in polynomial time) that, if used within MMax, leads to a solution with the same approximation factor \( \alpha \).

The proof relies on the following observation.

**Lemma 4.17.** Any submodular function \( f \) satisfies

\[
\max_{X \in \mathcal{C}} f(X) = \max_{X \in \mathcal{C}, h \in P_f} h(X) = \max_{X \in \mathcal{C}, \sigma \in \mathcal{G}} h^\sigma_0(X). \tag{4.15}
\]

Lemma 4.17 implies that there exists a permutation (and equivalent subgradient) with which MMax finds the optimal solution in the first iteration. Known hardness results [Feige, 1998] imply that this permutation may not be obtainable in polynomial time.

**Proof. (Lemma 4.17)** The first equality in Lemma 4.17 follows from the fact that any submodular function \( f \) can be written as

\[
f(X) = \max_{h \in P_f} h(X). \tag{4.16}
\]

For the second equality, we use the fact that a linear program over a polytope has a solution at one of the extreme points of the corresponding polytope.

We can now prove Theorem 4.1.
Proof. (Thm. 4.1) Let $Y$ be the set returned by the approximation algorithm; this set is polynomial-time computable by definition. Let $\tau$ be an arbitrary permutation that places the elements in $Y$ in the first $|Y|$ positions. The subgradient $h^\tau$ defined by $\tau$ is a subgradient both for $\emptyset$ and for $Y$. Therefore, using $X^0 = \emptyset$ and $h^\tau$ in the first iteration, we obtain a set $X^1$ with

$$f(X^1) \geq h_\emptyset^\tau(X^1) \geq h_\emptyset^\tau(Y) = f(Y) \geq \alpha f(X^*) \text{.}$$

(4.17)

The equality follows from the fact that $Y$ belongs to the chain of $\tau$.

While the above theorem shows the optimality of MMax in the unconstrained setting, a similar result holds for the constrained case:

**Corollary 4.1.** Let $C$ be any constraint such that a linear function can be exactly maximized over $C$. For any polynomial-time algorithm for submodular maximization over $C$ that achieves an approximation factor $\alpha$, there exists a schedule of subgradients (obtainable in polynomial time) that, if used within MMax, leads to a solution with the same approximation factor $\alpha$.

The proof of Corollary 4.1 follows directly from the Theorem 4.1.

Lastly, we pose the question of selecting the optimal subgradient in each iteration. An optimal subgradient $h$ would lead to a function $m_h$ whose maximization yields the largest improvement. Unfortunately, obtaining such an “optimal” subgradient is impossible:

**Theorem 4.2.** The problem of finding the optimal subgradient $\sigma^{OPT} = \arg\max_{\sigma, X \subseteq V} h_{X^t}^\sigma(X)$ in Step 4 of Algorithm 2 is NP-hard even when $C = 2^V$. Given such an oracle, however, MMax using subgradient $\sigma^{OPT}$ returns a global optimizer.

Proof. Lemma 4.17 implies that an optimal subgradient at $X^0 = \emptyset$ or $X^0 = V$ is a subgradient at an optimal solution. An argumentation as in Equation (4.17) shows that using this subgradient in MM leads to an optimal solution. Since this would solve submodular maximization (which is NP-hard), it must be NP-hard to find such a subgradient.
To show that this holds for arbitrary $X^t$ (and correspondingly at every iteration), we use that the submodular subdifferential can be expressed as a direct product between a submodular polyhedron and an anti-submodular polyhedron [Fujishige, 2005]. Any problem involving an optimization over the subdifferential, can then be expressed as an optimization over a submodular polyhedron (which is a subdifferential at the empty set) and an anti-submodular polyhedron (which is a subdifferential at $V$) [Fujishige, 2005]. Correspondingly, Equation (4.15) can be expressed as the sum of two submodular maximization problems.

4.7 Experiments

We now empirically compare variants of MMax with different subgradients for various settings of non-monotone and monotone submodular functions and constraints.

4.7.1 Unconstrained Submodular Maximization

First consider unconstrained submodular maximization. As a test function, we use the objective of [Lin and Bilmes, 2009], $f(X) = \sum_{i \in V} \sum_{j \in X} s_{ij} - \lambda \sum_{i,j \in X} s_{ij}$, where $\lambda$ is a redundancy parameter. This non-monotone function was used to find the most diverse yet relevant subset of objects in a large corpus. We use the objective with both synthetic and real data. We generate 10 instances of random similarity matrices $\{s_{ij}\}_{ij}$ and vary $\lambda$ from 0.5 to 1. Our real-world data is the Speech Training data subset selection problem [Lin and Bilmes, 2009] on the TIMIT corpus [Garofolo et al., 1993], using the string kernel metric [Rousu and Shawe-Taylor, 2006] for similarity. We use $20 \leq n \leq 30$ so that the exact solution can still be computed with the algorithm of [Goldengorin et al., 1999].

We compare the following choices of subgradients: (a) Deterministic Local search (DLS), (b) Bidirectional Greedy (BG), (c) Randomized Bidirectional Greedy (RBG), (d) Randomized local search (RLS), (e) Random Adaptive (RA) and (f) Random subgradient (RP), and (g) a baseline Random Set algorithm (RS) that picks a set uniformly at random. RS achieves a $1/4$ approximation in expectation [Feige et al., 2011b]. For random algorithms, we select the best solution out of 5 repetitions. Figure 4.2 shows that DLS, BG, RBG and RLS dominate.
Even though RBG has the best theoretical worst-case bounds, it performs slightly poorer than the local search ones and BG. Moreover, MMax with random subgradients (RP) is much better than choosing a set uniformly at random (RS). In general, the empirical approximation factors are much better than the theoretical worst-case bounds. Importantly, the MMax variants are extremely fast, about 200-500 times faster than the exact branch and bound technique of [Goldengorin et al., 1999].

4.7.2 Constrained Submodular Maximization

We now look at constrained versions. We consider both monotone and non-monotone submodular functions. We use the facility location objective, \( f(X) = \sum_{i \in V} \max_{j \in X} s_{ij} \) as a test function with monotone functions. This function has been used as a coverage function in many application settings [Lin and Bilmes, 2011c, 2010, Wei et al., 2013]. In the non-monotone case, we use the same test function as the unconstrained case, i.e \( f(X) = \sum_{i \in V} \sum_{j \in X} s_{ij} - \lambda \sum_{i,j \in X} s_{ij} \). We choose the tradeoff parameter \( \lambda = 0.9 \). In both cases, we consider synthetic and real data. Similar to the unconstrained setting, the synthetic data is generated from random similarity matrices, while the real data comes from speech data.
subset selection. Again, we restrict $n$ to lie between 20 and 30.

We compare the following choices of subgradients (a) Greedy Subgradient (GR), (b) Randomized Greedy subgradient (RG), (c) Random Adaptive (RA), (d) Random subgradient (RP), and (e) a baseline random set algorithm (RS), which picks a set uniformly at random of size $k$. We plot these results for $k$ between 1 and $n/2$. Theoretically, RA, RP and RS achieve the same worst case guarantee, while RG achieves the tightest guarantee amongst these choices for non-monotone submodular functions. With monotone functions, RG and GR achieve the same performance guarantee.

We see that the Greedy algorithm (GR) achieves the best performance for both non-monotone and monotone functions (the results for the monotone setting are shown in Figure 4.3, while those for the non-monotone function are in Figure 4.4). While this is intuitive for monotone functions, the results are somewhat surprising for non-monotone functions (since GR can achieve factors of $\Theta(1/n)$, while RG achieves constant factor guarantees). However, our choice of the non-monotone submodular function, is in fact approximately monotone [Lin and Bilmes, 2010], which explains the good empirical performance of GR.

We observe that MMax with a random permutation (RP) and its adaptive variant (RA) perform much better than the random set baseline. Moreover, the empirical factors seem to match the theory very well. For example, the random variants (RS, RP and RA) all achieve a factor of $k/n$ (which grows with $k$), with monotone submodular functions. We observe that these algorithm all perform better with larger values of $k$.

4.8 Discussion

In this chapter, we introduced a Minorization-Maximization framework for submodular optimization algorithms. To our knowledge this is the first generic and unifying framework of combinatorial algorithms for submodular maximization. We show how several recently proposed combinatorial algorithms for submodular maximization, occur as instances of MMax, with specific subgradients. Empirically, we compare these different choices of subgradients for several submodular functions. A number of papers compare the maximization algorithms
Figure 4.3: Empirical approximation factors for variants of MMax under cardinality constraints, and with the monotone submodular function as the facility location. See Section 4.5 for legend details.

we study in this chapter for other real world problems. For example, [Gillenwater, 2014] study these algorithms for MAP inference in Determinantal Point Processes, and [Reed and Ghahramani, 2013] study the MAP inference problem in latent feature models, both of which are instances of unconstrained submodular maximization. In both these cases, the authors compare the algorithms for unconstrained submodular maximization, and find conclusions similar to ours. Similarly, the greedy algorithm for submodular maximization has been used in several real world applications including document summarization, image summarization, sensor placement etc. [Lin, 2012, Tschiatschek et al., 2014, Krause and Guestrin, 2005b]. In all these cases, the greedy algorithm has been observed to perform considerably better than the pessimistic worst case approximation factors known so far.
Figure 4.4: Empirical approximation factors for variants of MMax under cardinality constraints, and with a non-monotone submodular function. See Section 4.5 for legend details.
Chapter 5
DIFFERENCE OF SUBMODULAR OPTIMIZATION

5.1 Introduction

Given two submodular functions $f$ and $g$, consider the following optimization problem:

\[
\text{Problem 3: } \min_{X \subseteq V} \mathbb{E}[v(X)] \equiv \min_{X \subseteq V} [f(X) - g(X)]
\]

where $v(X) \triangleq f(X) - g(X)$. This problem is equivalent to Problem 3$'$ which is maximizing the difference of submodular functions:

\[
\text{Problem 3$'$: } \max_{X \subseteq V} [-v(X)] \equiv \max_{X \subseteq V} [g(X) - f(X)]
\]

We also note that Problem 3 is also equivalent to the problems of minimizing and maximizing the difference of two supermodular functions, since $\min(f-g) \equiv \min((-g) - (-f))$.

5.2 Motivating Applications

A number of machine learning problems involve minimization over a difference between submodular functions. The following are some examples:

- **Sensor placement with submodular costs**: The problem of choosing sensor locations $A$ from a given set of possible locations $V$ can be modeled [Krause and Guestrin, 2005b, Krause et al., 2008b] by maximizing the mutual information between the chosen variables $A$ and the unchosen set $V \setminus A$ (i.e., $f(A) = I(X_A; X_{V \setminus A})$). Alternatively, we may wish to maximize the mutual information between a set of chosen sensors $X_A$ and a fixed quantity of interest $C$ (i.e., $f(A) = I(X_A; C)$) under the assumption that the set of features $X_A$ are conditionally independent given $C$ [Krause and Guestrin, 2005b]. These objectives are submodular and thus the problem becomes maximizing a
submodular function subject to a cardinality constraint. Often, however, there are costs \( c(A) \) associated with the locations that naturally have a diminishing returns property. For example, there is typically a discount when purchasing sensors in bulk. Moreover, there may be diminished cost for placing a sensor in a particular location given placement in certain other locations (e.g., the additional equipment needed to install a sensor in, say, a precarious environment could be re-used for multiple sensor installations in like environments). Hence, along with maximizing mutual information, we also want to simultaneously minimize the cost and this problem can be addressed by minimizing the difference between submodular functions \( f(A) - \lambda c(A) \) for tradeoff parameter \( \lambda \).

- **Discriminatively structured graphical models and neural computation:** An application suggested in [Narasimhan and Bilmes, 2005] and the initial motivation for this problem is to optimize the EAR criterion to produce a discriminatively structured graphical model. EAR is basically a difference between two mutual information functions (i.e., a difference between submodular functions). [Narasimhan and Bilmes, 2005] shows how classifiers based on discriminative structure using EAR can significantly outperform classifiers based on generative graphical models. Note also that the EAR measure is the same as “synergy” in a neural code [Brenner et al., 2000], widely used in neuroscience.

- **Feature selection:** Given a set of features \( X_1, X_2, \ldots, X_{|V|} \), the feature selection problem is to find a small subset of features \( X_A \) that work well when used in a pattern classifier. This problem can be modeled as maximizing the mutual information \( I(X_A; C) \) where \( C \) is the class. Note that \( I(X_A; C) = H(X_A) - H(X_A|C) \) is always a difference between submodular functions. Under the naïve Bayes model, this function is submodular [Krause and Guestrin, 2005b]. It is not submodular under general classifier models such as support vector machines (SVMs) or neural networks. Certain features, moreover, might be cheaper to use given that others are already being computed. For example, if a subset \( S_i \subseteq V \) of the features for a particular information source \( i \) are spectral in nature, then once a particular \( v \in S_i \) is chosen, the remaining features \( S_i \setminus \{v\} \) may be relatively
inexpensive to compute, due to grouped computational strategies such as the fast Fourier transform. Therefore, it might be more appropriate to use a submodular cost model \( c(A) \). One such cost model might be \( c(A) = \sum_i \sqrt{m(A \cap S_i)} \) where \( m(j) \) would be the cost of computing feature \( j \). Another might be \( c(A) = \sum_i c_i \min(|A \cap S_i|, 1) \) where \( c_i \) is the cost of source \( i \). Both offer diminishing cost for choosing features from the same information source. Such a cost model could be useful even under the naïve Bayes model, where \( I(X_A; C) \) is submodular. Feature selection becomes a problem of maximizing \( I(X_A; C) = \max_{X} \sum_i c_i \min(|A \cap S_i|, 1) \). In the next section, we will consider how to solve this problem efficiently.

\[
\text{Probabilistic Inference:} \quad \text{A typical instance of probabilistic inference is the following:} \quad \text{We are given a distribution } p(x) \propto \exp(-v(x)) \text{ where } x \in \{0, 1\}^n \text{ and } v \text{ is a pseudo-Boolean function} \quad [\text{Boros and Hammer, 2002}]. \quad \text{It is desirable to compute} \quad \text{argmax}_{x \in \{0, 1\}^n} p(x) \quad \text{which means minimizing } v(x) \text{ over } x, \quad \text{the most-probable explanation (MPE) problem} \quad [\text{Pearl, 1988}]. \quad \text{If } p \text{ factors with respect to a graphical model of tree-width } k, \quad \text{then } v(x) = \sum_i v_i(x_C) \quad \text{where } C_i \text{ is a bundle of indices such that } |C| \leq k+1 \quad \text{and the sets } C = \{C_i\}_i \text{ form a junction tree, and it might be possible to solve inference using dynamic programming.} \quad \text{If } k \text{ is large and/or if hypertree factorization does not hold, then approximate inference is typically used} \quad [\text{Wainwright and Jordan, 2008}]. \quad \text{On the other hand, defining} \quad x(X) = \{x \in \{0, 1\}^n : x_i = 1 \text{ whenever } i \in X\}, \quad \text{if the set function } \bar{v}(X) = v(x(X)) \quad \text{is submodular, then even if } p \text{ has large tree-width, the MPE problem can be solved exactly in polynomial time} \quad [\text{Jegelka and Bilmes, 2011c}]. \quad \text{This, in fact, is the basis behind inference in many computer vision models where } v \text{ is often not only submodular but also has limited sized } |C_i|. \quad \text{For example, for submodular } v \text{ and if } |C_i| \leq 2 \text{ then graph-cuts can solve the MPE problem extremely rapidly} \quad [\text{Kolmogorov and Zabih, 2004}] \quad \text{and even some cases with } v \text{ non-submodular} \quad [\text{Kolmogorov and Rother, 2007}]. \quad \text{An important challenge is} \quad \text{to consider non-submodular } v \text{ that can be minimized efficiently and for which there are approximation guarantees, a problem recently addressed in} \quad [\text{Jegelka and Bilmes, 2011d}]. \quad \text{On the other hand, if } v \text{ can be expressed as a difference between two submodular func-}
tions (which it can, see Lemma 5.1), or if such a decomposition can be computed (which it sometimes can, see Lemma 6.2), then a procedure to minimize the difference between two submodular functions offers new ways to solve probabilistic inference. As an example, a large class of rich higher potentials can be expressed as [Gallagher et al., 2011]:

$$f(x) = \sum_{C \in \mathcal{C}} w_C \prod_{i \in C} x_i$$

(5.3)

$\mathcal{C}$ here stands for a set of sets, possibly with higher-order terms (i.e. there exist $C \in \mathcal{C} : |C| > 2$). If $w_C \leq 0, \forall C \in \mathcal{C}$, then $f$ is submodular. If $|\mathcal{C}|$ is not large (say polynomial in $n$), we can efficiently find a decomposition into submodular components (which will contain the sets $C \in \mathcal{C} : w_C \leq 0$) and the supermodular terms (which contain sets $C \in \mathcal{C} : w_C \geq 0$). These can potentially represent a rich class of potential functions for a number of applications, particularly in vision.

Previously, [Narasimhan and Bilmes, 2005] proposed an algorithm inspired by the convex-concave procedure [Yuille and Rangarajan, 2002] to address Equation (5.2). This algorithm iteratively minimizes a submodular function by replacing the second submodular function $g$ by it’s modular lower bound. They also show that any set function can be expressed as a difference between two submodular functions and hence every set function optimization problem can be reduced to minimizing a difference between submodular functions. They show that this process converges to a local minima, however the convergence rate is left as an open question.

The road-map of this chapter is as follows. We first provide a constructive procedure for finding the submodular functions $f$ and $g$ for any arbitrary set function $v$. Although our construction is NP hard in general, we show how for certain classes of set functions $v$, it is possible to find the decompositions $f$ and $g$ in polynomial time. In Section 5.4, we propose two new algorithms both of which are guaranteed to monotonically reduce the objective at every iteration and which converge to a local minima. Further we note that the per-iteration cost of our algorithms is in general much less than [Narasimhan and Bilmes, 2005], and empirically verify that our algorithms are orders of magnitude faster on real data. We show
that, unlike in [Narasimhan and Bilmes, 2005], our algorithms can be extended to easily optimize equation (5.2) under cardinality, knapsack, and matroid constraints. Moreover, one of our algorithms can actually handle complex combinatorial constraints, such as spanning trees, matchings, cuts, etc. We then give a hardness result (Section 5.5) that there does not exist any polynomial time algorithm with any polynomial time multiplicative approximation guarantees, even when it is easy to find or when we are given the decomposition \( f \) and \( g \), thus justifying the need for heuristic methods to solve this problem. We show, however, that it is possible to get additive bounds by showing polynomial time computable upper and lower bound on the optima. We also provide computational bounds for all our algorithms (including the submodular-supermodular procedure), a problem left open in [Narasimhan and Bilmes, 2005]. Finally we perform a number of experiments on the feature selection problem under various cost models, and show how our algorithms used to maximize the mutual information perform better than greedy selection (which would be near optimal under the naïve Bayes assumptions) and with less cost.

5.3 Generality of DS Functions

In this section, we show that any set function can be expressed as a DS function using suitable submodular functions as shown below. The result was first shown in [Narasimhan and Bilmes, 2005] using the Lovász extension. We here give a new combinatorial proof, which avoids Hessians of polyhedral convex functions and which provides a way of constructing (a non-unique) pair of submodular functions \( f \) and \( g \) for an arbitrary set function \( v \).

Before providing the main result, define \( \alpha_v \) as the distance from submodularity of the set function \( v \) as,

\[
\alpha_v = \min_{j,X,Y: X \subseteq Y \subseteq V} [v(j|X) - v(j|Y)]
\]

(5.4)

For a non-submodular function \( v \), \( \alpha_v < 0 \).

Lemma 5.1. [Narasimhan and Bilmes, 2005] Given any set function \( v \), it can be expressed as a DS functions \( v(X) = f(X) - g(X), \forall X \subseteq V \) for some submodular functions \( f \) and \( g \).
Proof. Consider any (strictly) submodular function \( g \), i.e., one having \( \alpha_g = \min_{X \subseteq V \setminus j} [g(j \mid X) - g(j \mid Y)] > 0 \). Define \( f'(X) = v(X) + \frac{|\alpha'|}{\alpha_g} g(X) \) with any \( \alpha' \leq \alpha_v \). Now it is easy to see that \( f' \) is submodular since \( \min_{X \subseteq V \setminus j} f'(j \mid X) - f'(j \mid Y) \geq \alpha_v + |\alpha'| \geq 0 \). Hence \( v(X) = f'(X) - \frac{|\alpha'|}{\alpha_g} g(X) \), is a difference between two submodular functions.

The above proof requires the computation of \( \alpha_v \) and \( \alpha_g \) which has, in general, exponential complexity. Using the construction above, however, it is easy to find the decomposition \( f \) and \( g \) under certain conditions on \( v \).

Lemma 5.2. Given a set function \( v \), if \( \alpha_v \) or at least a lower bound on \( \alpha_v \), can be computed in polynomial time, the functions \( f \) and \( g \) corresponding to \( v \) can obtained in polynomial time.

Proof. Define \( g \) as \( g(X) = \sqrt{|X|} \). Then \( \beta = \min_{X \subseteq V \setminus j} [\sqrt{|X|} + 1 - \sqrt{|X|} - \sqrt{|Y|} + 1 + \sqrt{|Y|}] = \min_{X \subseteq V \setminus j} [\sqrt{|X|} + 1 - \sqrt{|X|} - \sqrt{|X|} + 2 + \sqrt{|X|} + 1] = 2\sqrt{n-1} - \sqrt{n} - \sqrt{n-2} - 2 \).

The last inequality follows since the smallest difference in gains will occur at \( |X| = n-2 \). Hence \( \alpha_g \) is easily computed, and given a lower bound on \( \alpha \), from Lemma 5.1 the decomposition can be obtained in polynomial time. A similar argument holds for \( g \) being other concave functions over \( |X| \).

5.4 Algorithms for DS Optimization

In this section we investigate the general Majorization-Minimization class of algorithms for DS optimization. These algorithms use the modular upper and modular lower bounds of a submodular function, and reduce the general optimization problem to a sequence of simpler optimization problems at every iteration. These modular upper and lower bounds are defined via sub and supergradients of a submodular function (see Section 1.4.1 for a definition of these). This framework subsumes the Submodular-Supermodular procedure [Narasimhan and Bilmes, 2005], and includes two new algorithms to minimize DS functions. All these algorithms are guaranteed to monotonically reduce the objective at every iteration and converge to local minima. We describe these algorithms in the subsections below.
Algorithm 10 The submodular-supermodular (SubSup) procedure [Narasimhan and Bilmes, 2005]

1: $X^0 = \emptyset$; $t \leftarrow 0$

2: while not converged (i.e., $(X^{t+1} \neq X^t)$) do

3: Randomly choose a permutation $\sigma^t$ whose chain contains the set $X^t$.

4: $X^{t+1} := \arg\min_X f(X) - h_{X^t,\sigma^t}^g(X)$

5: $t \leftarrow t + 1$

6: end while

5.4.1 The Submodular-Supermodular Procedure

We now review the submodular-supermodular procedure [Narasimhan and Bilmes, 2005] to minimize functions expressible as a difference between submodular functions (DS functions).

The submodular supermodular (SubSup) procedure is given in Algorithm 10. At every step of the algorithm, we minimize a submodular function which can be performed in strongly polynomial time [Orlin, 2009, Schrijver, 2000] although the best known complexity is $O(n^5\eta + n^6)$ where $\eta$ is the cost of a function evaluation. The idea here, is to replace $g$ by its modular lower bound, thereby obtaining a submodular upper bound of the difference $f(X) - g(X)$. To make the context clear, we shall denote the subgradient of $g$, induced by the ordering $\sigma^t$ as $h_{X^t,\sigma^t}^g$.

Algorithm 10 is guaranteed to converge to a local minima and moreover the algorithm monotonically decreases the function objective at every iteration, as we show below.

Lemma 5.3. [Narasimhan and Bilmes, 2005] Algorithm 10 is guaranteed to decrease the objective function at every iteration. Further, the algorithm is guaranteed to converge to a local minima by checking at most $O(n)$ permutations at every iteration.
Proof. The objective reduces at every iteration since:

\[
\begin{align*}
    f(X^{t+1}) - g(X^{t+1}) &\geq \frac{a}{b} f(X^{t+1}) - h_{X^t, \sigma^t}^q(X^{t+1}) \\
    &\leq \frac{b}{c} f(X^{t+1}) - h_{X^t, \sigma^t}^g(X^t) \\
    &= f(X^t) - g(X^t)
\end{align*}
\]

Where (a) follows since \( h_{X^t, \sigma}^g(X^{t+1}) \leq g(X^{t+1}) \), and (b) follows since \( X^{t+1} \) is the minimizer of \( f(X) - h_{X^t, \sigma^t}^g(X) \), and (c) follows since \( h_{X^t, \sigma}^g(X^t) = g(X^t) \) from the tightness of the modular lower bound.

Further note that, if there is no improvement in the function value by considering \( O(n) \) permutations each with different elements at \( \sigma^t(|X^t| - 1) \) and \( \sigma^t(|X^t| + 1) \), then this is equivalent to a local minima condition on \( \nu \) since \( h_{X^t, \sigma}^g(S^\sigma_{|X^t|+1}) = f(S^\sigma_{|X^t|+1}) \) and \( h_{X^t, \sigma}^g(S^\sigma_{|X^t|-1}) = f(S^\sigma_{|X^t|-1}) \).

Algorithm 10 requires performing a submodular function minimization at every iteration which while polynomial in \( n \) is (due to the complexity described above) not practical for large problem sizes. So while the algorithm reaches a local minima, it can be costly to find it. A desirable result, therefore, would be to develop new algorithms for minimizing DS functions, where the new algorithms have the same properties as the SubSup procedure but are much faster in practice. We give this in the following sections.

5.4.2 The Supermodular-Submodular (SupSub) procedure

In the submodular-supermodular procedure we iteratively minimized \( f(X) - g(X) \) by replacing \( g \) by it’s modular lower bound at every iteration. We can instead replace \( f \) by it’s modular upper bound as is done in Algorithm 11, which leads to the supermodular-submodular procedure.

In the SupSub procedure, at every step we perform submodular maximization which, although NP complete to solve exactly, admits a number of fast constant factor approximation algorithms [Buchbinder et al., 2012, Feige et al., 2011a]. Notice that we have two modular
upper bounds and hence there are a number of ways we can choose between them. One way is to run both maximization procedures with the two modular upper bounds at every iteration in parallel, and choose the one which is better. Here by better we mean the one in which the function value is lesser. Alternatively we can alternate between the two modular upper bounds by first maximizing the expression using the first modular upper bound, and then maximize the expression using the second modular upper bound. Notice that since we perform approximate submodular maximization at every iteration, we are not guaranteed to monotonically reduce the objective value at every iteration. If, however, we ensure that at every iteration we take the next step only if the objective $v$ does not increase, we will restore monotonicity at every iteration. Also, in some cases we converge to local optima as shown in the following theorem.

**Theorem 5.1.** Both variants of the supermodular-submodular procedure (Algorithm 11) monotonically reduces the objective value at every iteration. Moreover, assuming a submodular maximization procedure in line 3 that reaches a local maxima of $m^f_{X_t}(X) - g(X)$, then if Algorithm 11 does not improve under both modular upper bounds then it reaches a local optima of $v$.

**Proof.** For either modular upper bound, we have:

$$f(X^{t+1}) - g(X^{t+1}) \lesssim m^f_{X_t}(X^{t+1}) - g(X^{t+1}) \leq m^f_{X_t}(X^t) - g(X^t) \equiv f(X^t) - g(X^t),$$
where (a) follows since \( f(X^{t+1}) \leq m^f_{X^t}(X^{t+1}) \), and (b) follows since we assume that we take the next step only if the objective value does not increase and (c) follows since \( m^f_{X^t}(X^t) = f(X^t) \) from the tightness of the modular upper bound.

To show that this algorithm converges to a local minima, we assume that the submodular maximization procedure in line 3 converges to a local maxima. Then observe that if the objective value does not decrease in an iteration under both upper bounds, it implies that \( m^f_{X^t}(X^t) - g(X^t) \) is already a local optimum in that (for both upper bounds) we have \( m^f_{X^t}(X^t \cup j) - g(X^t \cup j) \geq m^f_{X^t}(X^t) - g(X^t), \forall j \notin X^t \) and \( m^f_{X^t}(X^t \setminus j) - g(X^t \setminus j) \geq m^f_{X^t}(X^t) - g(X^t), \forall j \in X^t \). Note that \( m^f_{X^t,1}(X^t \setminus j) = f(X^t) - f(j \mid X^t \setminus j) = f(X^t \setminus j) \) and \( m^f_{X^t,2}(X^t \cup j) = f(X^t) + f(j \mid X^t) = f(X^t \cup j) \) and hence if both modular upper bounds are at a local optima, it implies \( f(X^t) - g(X^t) = m^f_{X^t,1}(X^t) - g(X^t) \leq m^f_{X^t,1}(X^t \setminus j) - g(X^t \setminus j) = f(X^t \setminus j) - g(X^t \setminus j) \). Similarly \( f(X^t) - g(X^t) = m^f_{X^t,2}(X^t) - g(X^t) \leq m^f_{X^t,2}(X^t \cup j) - g(X^t \cup j) = f(X^t \cup j) - g(X^t \cup j) \). Hence \( X^t \) is a local optima for \( v(X) = f(X) - g(X) \), since \( v(X^t) \leq v(X^t \cup j) \) and \( v(X^t) \leq v(X^t \setminus j) \).

To ensure that we take the largest step at each iteration, we can use the recently proposed tight (1/2)-approximation algorithm in [Buchbinder et al., 2012] for unconstrained non-monotone submodular function maximization — this is the best possible in polynomial time for the class of submodular functions independent of the P=NP question. The algorithm is a form of bi-directional randomized greedy procedure and, most importantly for practical considerations, is linear time [Buchbinder et al., 2012]. In practice we just use a combination of a form of a simple greedy procedure, and the bi-directional randomized algorithm, by picking the best amongst the two at every iteration. Since the randomized greedy algorithm is 1/2 approximate, the combination of the two procedures also will be 1/2 approximate.

Lastly, note that this algorithm is closely related to a local search heuristic for submodular maximization [Feige et al., 2011a]. In particular, if instead of using the greedy algorithm entirely at every iteration, we take only one local step, we get a local search heuristic. Hence, via the SupSub procedure, we may take larger steps at every iteration as compared to a local
search heuristic.

5.4.3 The Modular-Modular (ModMod) procedure

The submodular-supermodular procedure and the supermodular-submodular procedure were obtained by replacing $g$ by it’s modular lower bound and $f$ by it’s modular upper bound respectively. We can however replace both of them by their respective modular bounds, as is done in Algorithm 12.

**Algorithm 12** Modular-Modular (ModMod) procedure

1. $X^0 = \emptyset$; $t \leftarrow 0$
2. while not converged (i.e., $(X^{t+1} \neq X^t)$) do
3. Choose a permutation $\sigma^t$ whose chain contains the set $X^t$.
4. $X^{t+1} := \arg\min_X m^{f^t}_{X^t}(X) - h^{g^t}_{X^t,\sigma^t}(X)$
5. $t \leftarrow t + 1$
6. end while

In this algorithm at every iteration we minimize only a modular function which can be done in $O(n)$ time, so this is extremely easy (i.e., select all negative elements for the smallest minimum, or all non-positive elements for the largest minimum). Like before, since we have two modular upper bounds, we can use any of the variants discussed in the subsection above. Moreover, we are still guaranteed to monotonically decrease the objective at every iteration and converge to a local minima.

**Theorem 5.2.** Algorithm 12 monotonically decreases the function value at every iteration. If the function value does not increase on checking $O(n)$ different permutations with different elements at adjacent positions and with both modular upper bounds, then we have reached a local minima of $v$. 
Proof. Again we can use similar reasoning as the earlier proofs and observe that:

\[
-f(X^{t+1}) - g(X^{t+1}) \leq m_{X^t}(X^{t+1}) - h^g_{X^t,\sigma^t}(X^{t+1}) \\
\leq m_{X^t}(X^t) - h^g_{X^t,\sigma^t}(X^t) \\
= f(X^t) - g(X^t)
\]

We see that considering \(O(n)\) permutations each with different elements at \(\sigma^t(|X^t| - 1)\) and \(\sigma^t(|X^t| + 1)\), we essentially consider all choices of \(g(X^t \cup j)\) and \(g(X^t \setminus j)\), since \(h^g_{X^t,\sigma^t}(S_{|X^t|+1}) = f(S_{|X^t|+1})\) and \(h^g_{X^t,\sigma^t}(S_{|X^t|-1}) = f(S_{|X^t|-1})\). Since we consider both modular upper bounds, we correspondingly consider every choice of \(f(X^t \cup j)\) and \(f(X^t \setminus j)\). Note that at convergence we have that \(m_{X^t}(X^t) - h^g_{X^t,\sigma^t}(X^t) \leq m_{X^t}(X) - h^g_{X^t,\sigma^t}(X), \forall X \subseteq V\) for \(O(n)\) different permutations and both modular upper bounds. Correspondingly we are guaranteed that (since the expression is modular) \(\forall j \notin X^t, v(j|X^t) \geq 0\) and \(\forall j \in X^t, v(j|X^t \setminus j) \geq 0\), where \(v(X) = f(X) - g(X)\). Hence the algorithm converges to a local minima.

An important question is the choice of the permutation \(\sigma^t\) at every iteration \(X^t\). We observe experimentally that the quality of the algorithm depends strongly on the choice of permutation. Observe that \(f(X) - g(X) \leq m_{X^t}(X) - h^g_{X^t,\sigma^t}(X)\), and \(f(X^t) - g(X^t) = m_{X^t}(X^t) - h^g_{X^t,\sigma^t}(X^t)\). Hence, we might obtain the greatest local reduction in the value of \(v\) by choosing permutation \(\sigma^* \in \text{argmin}_\sigma \min_X (m_{X^t}(X) - h^g_{X^t,\sigma^t}(X))\), or the one which maximizes \(h^g_{X^t,\sigma^t}(X)\). We in fact might expect that choosing \(\sigma^t\) ordered according to greatest gains of \(g\), with respect to \(X^t\), we would achieve greater descent at every iteration. Another choice is to choose the permutation \(\sigma\) based on the ordering of gains of \(v\) (or even \(m_{X^t}\)). Through the former we are guaranteed to at least progress as much as the local search heuristic. Indeed, we observe in practice that the first two of these heuristics performs much better than a random permutation for both the ModMod and the SubSup procedure, thus addressing a question raised in [Narasimhan and Bilmes, 2005] about which ordering to use. Practically for the feature selection problem, the second heuristic seems to work the best.
5.4.4 Constrained minimization of a difference between submodular functions

In this section we consider the problem of minimizing the difference between submodular functions subject to constraints. We first note that the problem of minimizing a submodular function under even simple cardinality constraints in NP hard and also hard to approximate [Svitkina and Fleischer, 2008]. Since there does not yet seem to be a reasonable algorithm for constrained submodular minimization at every iteration, it is unclear how we would use Algorithm 10. However the problem of submodular maximization under cardinality, matroid, and knapsack constraints though NP hard admits a number of constant factor approximation algorithms [Nemhauser et al., 1978, Lee et al., 2009a] and correspondingly the cardinality constraints can be easily introduced in Algorithm 11. Moreover, since a non-negative modular function can be easily, directly and even exactly optimized under cardinality, knapsack and matroid constraints [Jegelka and Bilmes, 2011a], Algorithm 12 can also easily be utilized. In addition, since problems such as finding the minimum weight spanning tree, min-cut in a graph, etc., are polynomial time algorithms in a number of cases, Algorithm 12 can be used when minimizing a non-negative function $v$ expressible as a difference between submodular functions under combinatorial constraints. If $v$ is non-negative, then so is its modular upper bound, and then the ModMod procedure can directly be used for this problem — each iteration minimizes a non-negative modular function subject to combinatorial constraints which is easy in many cases [Jegelka and Bilmes, 2011a, 2010].

5.5 Hardness of Approximation

The results in this section are mostly negative, in that they demonstrate theoretically how complex a general problem such as $\min_X [f(X) - g(X)]$ is, even for submodular $f$ and $g$. In this chapter, rather than consider these hardness results pessimistically, we think of them as providing justification for the heuristic procedures given in Section 5.4. In many cases, inspired heuristics can yield good quality and hence practically useful algorithms for real-world problems. For example, the ModMod procedure (Algorithm 12) and even the
SupSub procedure (Algorithm 11) can scale to very large problem sizes, and thus can provide useful new strategies for the applications listed in Section 5.1.

Note that general set function minimization is inapproximable and there exist a large class of functions where all (adaptive, possibly randomized) algorithms perform arbitrarily poorly in polynomial time [Trevisan, 2004]. Since every set function can be written as a difference of submodular functions, it seems to suggest directly that Problem 3 is also inapproximable. However, note that given a general set function $v$, finding the corresponding submodular functions $f$ and $g$, such that $v(X) = f(X) - g(X)$ could require exponential complexity. Hence, it is not immediate that DS optimization is also hard to approximate.

However, in this section, we show that DS optimization is NP hard to approximate, even when we are given oracle access to the functions $f$ and $g$. Hence any algorithm trying to find the global optimum for this problem [Byrnes, 2009, Kawahara and Washio, 2011] can only be exponential in the worst case.

The first result (Theorem 5.3) shows that Problem 3 (minimizing DS functions) is multiplicatively inapproximable (upto any polynomial factor) unless $P=NP$. The second result (Theorem 5.4) provides an information theoretical proof of constant factor multiplicative inapproximability. We then improve this result, to show an information theoretic hardness result of a polynomial factor $\Omega(\sqrt{n}/\log n)$ (Theorem 5.5). Unlike the earlier two hardness results, this result holds even for a difference of Matroid rank functions [Kobayashi, 2014], and hence, the difference of $M^3$ concave functions [Maheara and Murota, 2014]. Finally, Theorem 5.6 provides a polynomial factor multiplicative inapproximability for Problem $3'$, i.e maximizing the difference between submodular functions. Again, this result also holds to the problems of maximizing the difference of matroid rank functions, and the difference of $M^3$ concave functions.

5.5.1 $P = NP$ Hardness for DS Minimization

We first provide a $P=NP$ hardness result for DS minimization.
Theorem 5.3. Unless \( P = NP \), there cannot exist any polynomial time approximation algorithm for \( \min_X v(X) \) where \( v(X) = [f(X) - g(X)] \) is a positive set function and \( f \) and \( g \) are given submodular functions. In particular, let \( n \) be the size of the problem instance, and \( \alpha(n) > 0 \) be any positive polynomial time computable function of \( n \). If there exists a polynomial-time algorithm which is guaranteed to find a set \( X' : f(X') - g(X') < \alpha(n) OPT \), where \( OPT = \min_X f(X) - g(X) \), then \( P = NP \).

Proof. We prove this by reducing this to the subset sum problem. Given a positive modular function \( m \) and a positive constant \( t \), is there a subset \( S \subseteq V \) such that \( m(S) = t \)? First we choose a random set \( C \) (unknown to the algorithm), and define \( t = m(C) \). Define a set function \( v \), such that \( v(S) = 1 \), if \( m(S) = t \) and \( v(S) = \frac{1}{\alpha(n)} - o(1) \) otherwise. Observe that \( \min_S v(S) = \frac{1}{\alpha(n)} - o(1) \), since \( \alpha(n) > 1 \). Note that \( \alpha = \min_{X \subseteq Y \subseteq V \cup Y} v(j|X) - v(j|Y) \geq 2(\frac{1}{\alpha(n)} - 1) \). Hence we can easily compute a lower bound on \( \alpha \) and hence from lemma 6.2 we can directly compute the decomposition \( f \) and \( g \). In fact notice that the decomposition is directly computable since both \( \alpha \) and \( \beta \) are known.

Now suppose there exists a polynomial time algorithm for this problem with an approximation factor of \( \alpha(n) \). This implies that the algorithm is guaranteed to find a set \( S \), such that \( v(S) < 1 \). Hence this algorithm will solve the subset sum problem in polynomial time, which is a contradiction unless \( P = NP \). \( \square \)

5.5.2 Information Theoretic Hardness for DS Minimization

In this section, we investigate an information theoretic hardness result, which is independent of the \( P = NP \) question. We first show that there cannot exist a sub-exponential time algorithm for this problem with any constant factor approximation. The theorem below gives information theoretic hardness for this problem. Unlike the \( P=NP \) proof above though, this is restricted to constant factor inapproximability, rather than the more general result of Theorem 5.3 which includes polynomial approximation factors.

Theorem 5.4. For any constant \( 0 < \epsilon < 1 \), there cannot exist any deterministic (or possibly
randomized) algorithm for $\min_X [f(X) - g(X)]$ (where $f$ and $g$ are given submodular functions),
that always finds a solution which is at most $\frac{1}{\epsilon}$ times the optimal, in fewer than $e^{\epsilon^2 n/8}$ queries.

Proof. For showing this theorem, we use the same proof technique as in [Feige et al., 2011a]. Define two sets $C$ and $D$, such that $V = C \cup D$ and $|C| = |D| = n/2$. We then define a set function $v(S)$ which depends only on $k = |S \cap C|$ and $l = |S \cap D|$. In particular define $v(S) = \frac{1}{\epsilon}$, if $|k - l| \leq \epsilon n$ and $v(S) = 1$, if $|k - l| > \epsilon n$. Again, we have a trivial bound on $\alpha_v$ here since $v(j|X) \geq \frac{1}{\epsilon} - 1$ and $v(j|Y) \leq 1 - \frac{1}{\epsilon}$. Hence, $\alpha_v = \min_{X \subseteq V} v(j|X) - v(j|Y) > 2|1 - \frac{1}{\epsilon}|$. Thus, for this set function, a decomposition $v = f - g$ can easily be obtained (Lemma 6.2).

Now, let the partition $(C, D)$ be taken uniformly at random and unknown to the algorithm. The algorithm issues some queries $S$ to the value oracle. Call $S$ “unbalanced” if $|S \cap C|$ differs from $|S \cap D|$ by more than $\epsilon n$. Recall the Chernoff bounds [Alon and Spencer, 2000]: Let $Y_1, Y_2, \cdots, Y_t$ be independent random variables in $[-1, 1]$, such that $\mathbb{E}[Y_i] = 0$, then:

$$\Pr[\sum_{i=1}^{t} Y_i > \lambda] \leq 2e^{-\lambda^2/2t}. \tag{5.5}$$

Define $Y_i = I(i \in S)[I(i \in C) - I(i \in D)]$. Clearly $Y_i \in [-1, 1]$, and we can use the bounds above. Hence for any query $S$, the probability that $S$ is unbalanced is at most $2e^{-\epsilon^2 n/2}$. Thus, we can see that even after $e^{\epsilon^2 n/4}$ number of queries, the probability that the resulting set is unbalanced is still $2e^{-\epsilon^2 n/4}$. Hence any algorithm will query only balanced sets regardless of $C$ and $D$, and consequently with high probability the algorithm will obtain $\frac{1}{\epsilon}$ as the minimum, while the actual minimum is $1$. Thus, such an algorithm will never be able to achieve an approximation factor better than $\frac{1}{\epsilon}$.

We improve the above result by showing an inapproximability upto a polynomial factor of $\Omega(\sqrt{n}/ \log n)$.

**Theorem 5.5.** There cannot exist a polynomial time approximation algorithm for $\min_X v(X)$, where $v(X) = [f(X) - g(X)]$ is a positive set function and $f$ and $g$ are given submodular functions, which achieves a factor better than $\Omega(\sqrt{n}/ \log n)$. This result is independent of
$P=NP$, and holds even when the functions $f$ and $g$ are monotone submodular, and matroid rank functions.

Proof. We use the hardness construction from [Goemans et al., 2009, Svitkina and Fleischer, 2008]. The main idea is to construct two submodular functions $f(X)$ and $f_R(X)$ that with high probability are indistinguishable. Thus, also with high probability, no algorithm can distinguish between the two functions and the gap in their values provides a lower bound on the approximation. Then, define the DS function as,

$$v(X) = \kappa - f(X) + f_R(X)$$

Define the two monotone submodular functions $f(X) = \min\{|X|, \kappa\}$ and $f_R(X) = \min\{\beta + |X \cap \bar{R}|, |X|, \kappa\}$, where $R \subseteq V$ is a random set of cardinality $\kappa$. Let $\kappa$ and $\beta$ be integers such that $\kappa = x\sqrt{n}/5$ and $\beta = x^2/5$ for an $x^2 = \omega(\log n)$. A Chernoff bound analysis very similar to [Svitkina and Fleischer, 2008] reveals that any algorithm that uses a polynomial number of queries can distinguish $f$ and $f_R$ with probability only $n^{-\omega(1)}$, and therefore cannot reliably distinguish the functions with a polynomial number of queries.

Correspondingly, any algorithm which maximizes $v(X)$ cannot obtain a solution better than $\kappa$. The minimum solution on the other hand, is no bigger than the value at $X = R$, which is $\beta$. This means that the worst case factor is at least $\kappa/\beta = \Omega(\sqrt{n}/\log n)$. \qed

This result is still somewhat weaker than the $P=NP$ result (Theorem 5.3, which shows that DS minimization is inapproximable up to any polynomial factor. Whether there exists a similar information theoretic hardness result is an open problem.

The result above, however, holds even for a subclass of DS minimization problems, which is the Difference of Matroid Rank (DR) minimization problems [Kobayashi, 2014], since the submodular functions above are Matroid Rank functions. Correspondingly, the hardness factor of $\Omega(\sqrt{n}/\log n)$ holds for DR minimization, and correspondingly, for the difference of $M^\ell$ concave functions [Maheara and Murota, 2014]. [Kobayashi, 2014] show that DR minimization is NP hard. The result above further strengthens this to show a hardness of approximation up to a factor of $\Omega(\sqrt{n}/\log n)$. 

5.5.3 Information Theoretic Hardness for DS Maximization

Finally, we show an inapproximability result for maximizing the difference of submodular functions. This result is independent of P=NP, and is a general polynomial factor inapproximability result.

**Theorem 5.6.** There cannot exist any polynomial time approximation algorithm for \( \max_X v(X) \) where \( v(X) = [f(X) - g(X)] \) is a positive set function and \( f \) and \( g \) are given submodular functions. In particular, let \( n \) be the size of the problem instance, and \( \alpha(n) > 0 \) be any positive polynomial time computable function of \( n \). There cannot exist a polynomial-time algorithm which is guaranteed to find a set \( X' : f(X') - g(X') > \alpha(n)OPT \), where \( OPT = \max_X f(X) - g(X) \). This result is independent of P=NP.

**Proof.** We prove this result using the hardness construction from [Goemans et al., 2009, Svitkina and Fleischer, 2008]. The main idea of their proof technique is to construct two submodular functions \( f(X) \) and \( f_R(X) \) that with high probability are indistinguishable. Thus, also with high probability, no algorithm can distinguish between the two functions and the gap in their values provides a lower bound on the approximation. Then, define the DS function as,

\[
v(X) = f(X) - f_R(X) + 1/\alpha(n)
\]

(5.7)

Define the two monotone submodular functions \( f(X) = \min\{|X|, \kappa\} \) and \( f_R(X) = \min\{\beta + |X \cap R|, |X|, \kappa\} \), where \( R \subseteq V \) is a random set of cardinality \( \kappa \). Let \( \kappa \) and \( \beta \) be an integer such that \( \kappa = x\sqrt{n}/5 \) and \( \beta = x^2/5 \) for an \( x^2 = \omega(\log n) \). A Chernoff bound analysis very similar to [Svitkina and Fleischer, 2008] reveals that any algorithm that uses a polynomial number of queries can distinguish \( f \) and \( f_R \) with probability only \( n^{-\omega(1)} \), and therefore cannot reliably distinguish the functions with a polynomial number of queries.

Correspondingly, any algorithm which maximizes \( v(X) \) cannot obtain a solution better than \( 1/\alpha(n) \). The maximum solution on the other hand, is no worse than the value at \( X = R \), which is \( \kappa - \beta + 1/\alpha(n) \). This means that the worst case factor is at least \( \alpha(n)(\kappa - \beta) > \alpha(n) \).
Hence, any algorithm which achieves a factor better than $\alpha(n)$ must distinguish between $f$ and $f_R$, which is a contradiction. \hfill \Box

The result above holds for DR maximization as well, since the submodular functions above are Matroid Rank functions. Hence the problems of maximizing the difference of Matroid Rank functions, and correspondingly, for the difference of $M^3$ concave functions [Maheara and Murota, 2014], are both inapproximable up to any polynomial factor.

5.5.4 Hardness Results for Optimizing the Difference of Monotone Submodular Functions

All the hardness results above hold even when the submodular functions $f$ and $g$ are monotone. This follows from the following Lemma:

**Lemma 5.4.** Given (not necessarily monotone) submodular functions $f$ and $g$, there exists monotone submodular functions $f'$ and $g'$ such that,

$$f(X) - g(X) = f'(X) - g'(X), \forall X \subseteq V$$

(5.8)

**Proof.** The proof of this Lemma follows from a simple observation. The decomposition theorem of [Cunningham, 1983] shows that any submodular function can be decomposed into a modular function plus a monotone non-decreasing and *totally normalized* polymatroid rank function. Specifically, given submodular $f, g$ we have

$$f'(X) \triangleq f(X) - \sum_{j \in X} f(j|V\setminus j)$$

(5.9)

and

$$g'(X) \triangleq g(X) - \sum_{j \in X} g(j|V\setminus j)$$

(5.10)

$f', g'$ are then totally normalized polymatroid rank functions. Hence we have: $v(X) = f'(X) - g'(X) + k(X)$, with modular $k(X) = \sum_{j \in X} v(j|V\setminus j)$. The idea is then to add $v(j)$
to $f'$ if $v(j) \geq 0$ or add it to $g'$ other-wise. In particular, let $V^+ = \{j : v(j) \geq 0\}$ and $V^- = \{j : v(j) < 0\}$. Notice that $V^+ \cup V^- = V$. Then,

$$v(X) = f'(X) + k(X \cap V^+) - \{g' - k(X \cap V^-)\}$$

(5.11)

Notice above that $f'(X) + k(X \cap V^+)$ and $g' - k(X \cap V^-)$ are both monotone non-decreasing. Hence proved.

This then implies the following corollary.

**Corollary 5.1.** Given submodular functions $f$ and $g$ such that $v(X) = f(X) - g(X) \geq 0$, the problem $\min_{X \subseteq V} v(X)$ is inapproximable, even if both $f$ and $g$ are monotone non-decreasing submodular.

### 5.6 Additive Approximation Results and Complexity Bounds

In this section, we analyze the computational and approximation bounds for this problem. For simplicity we assume that the function $v$ is normalized, i.e $v(\emptyset) = 0$. Hence we assume that $v$ achieves its minima at a negative value (in the case of DS minimization) and maxima at a positive value (in the case of DS maximization).

#### 5.6.1 Additive Approximation Bounds

Since any submodular function can be decomposed into a modular function plus a monotone non-decreasing and *totally normalized* polymatroid rank function [Cunningham, 1983], we have: $v(X) = f'(X) - g'(X) + k(X)$, with modular $k(X) = \sum_{j \in X} v(j | V \setminus j)$ and $f'$ and $g'$ being the totally normalized polymatroid functions.

The algorithms in the previous sections are all based on repeatedly finding upper bounds for $v$. The following lower bound on $\min_X v(X)$, provides an additive approximation bound for DS minimization:
**Theorem 5.7.** We have the following two lower bounds on the minimizers of \( v(X) = f(X) - g(X) \):

\[
\begin{align*}
\min_X v(X) & \geq \min_X f'(X) + k(X) - g'(V) \\
\min_X v(X) & \geq f'(\emptyset) - g'(V) + \sum_{j \in V} \min(k(j), 0)
\end{align*}
\]

**Proof.** Notice that

\[
\begin{align*}
\min_X f(X) - g(X) &= \min_X f'(X) - g'(X) + k(X) \\
&\geq \min_X (f'(X) + k(X)) - \max_X g'(X) \\
&= \min_X f'(X) + k(X) - g'(V)
\end{align*}
\]

To get the second result, we start from the bound above and loosen it as:

\[
\begin{align*}
\min_X f'(X) + k(X) - g'(V) \\
&\geq \min_X f'(X) + \min_X k(X) - g'(V) \\
&= f'(\emptyset) + \sum_{j \in V} \min(v(j|V\setminus j), 0) - g'(V) \\
&= f'(\emptyset) + \sum_{j \in V} \min(k(j), 0) - g'(V)
\end{align*}
\]

(5.12)

We can also provide an additive bound for DS maximization.

**Theorem 5.8.** We have the following two upper bounds on the maximizers of \( v(X) = f(X) - g(X) \):

\[
\begin{align*}
\max_X v(X) & \leq f'(V) - \min_X \{g'(X) - k(X)\} \\
\max_X v(X) & \leq f'(V) - g'(\emptyset) + \sum_{j \in V} \max(k(j), 0)
\end{align*}
\]

**Proof.** The proof of this follows along the same lines as the proof above. \(\square\)
The above bounds essentially provide bounds on the minima (or maxima) of the objective and thus can be used to obtain an additive approximation guarantee. The algorithms described in this chapter are all polynomial time algorithms (as we show below) and correspondingly from the bounds above we can get an estimate on how far we are from the optimal.

5.6.2 Computational Bounds

We now provide computational bounds for $\epsilon$-approximate versions of our algorithms. Note that this was left as an open question in [Narasimhan and Bilmes, 2005]. Finding the local minimizer of DS functions is PLS complete since it generalizes the problem of finding the local optimum of the MAX-CUT problem [Schäffer, 1991]. Note that this trivially generalizes the MAX-CUT problem since if we set $f(X) = 0$ and $g(X)$ is the cut function, we get the max cut problem.

However we show that an $\epsilon$-approximate version of this algorithm will converge in polynomial time.

**Definition 5.1.** An $\epsilon$-approximate version of an iterative monotone non-decreasing algorithm for minimizing a set function $v$ is defined as a version of that algorithm, where we proceed to step $t+1$ only if $v(X^{t+1}) \leq v(X^t)(1 + \epsilon)$.

Note that the $\epsilon$-approximate versions of algorithms 10, 11 and 12, are guaranteed to converge to $\epsilon$-approximate local optima. An $\epsilon$-approximate local optima of a function $v$ is a set $X$, such that $v(X \cup j) \geq v(X)(1 + \epsilon)$ and $v(X \setminus j) \geq v(X)(1 + \epsilon)$. W.l.o.g., assume that $X^0 = \emptyset$. Then we have the following computational bounds:

**Theorem 5.9.** The $\epsilon$-approximate versions of algorithms 10, 11 and 12 have a worst case complexity of $O\left(\frac{\log(|M|/|m|)}{\epsilon} T\right)$, where $M = f'(0) + \sum_{j \in V} \min(v(j|V\setminus j), 0) - g'(V)$, $m = v(X^1)$ and $O(T)$ is the complexity of every iteration of the algorithm (which corresponds to respectively the submodular minimization, maximization, or modular minimization in algorithms 10, 11 and 12).
Proof. Observe that \( m = v(X^1) \leq v(X^0) = 0 \). Correspondingly if \( v(X^1) = 0 \), it implies that the algorithm has converged, and cannot improve (since we are assuming our algorithms are \( \epsilon \)-approximate. Hence in this case the algorithm will converge in one iteration. Consider then the case of \( m < 0 \). Note also from Theorem 5.8 that \( M = f'(\emptyset) + \sum_{j \in V} \min(v(j|V\setminus j), 0) - g'(V) < 0 \) and that \( \min_X f(X) - g(X) \geq M \). Since we are guaranteed to improve by a factor by at least \( 1 + \epsilon \) at every iteration we have that in \( k \) iterations: \( |m|(1 + \epsilon)^k \leq |M| \Rightarrow k = O\left( \frac{\log(|M|/|m|)}{\epsilon} \right) \). Also since we assume that the complexity at every iteration is \( O(T) \) we get the above result.

The bound above is for DS minimization. A very similar guarantee can be provided for DS maximization (using an upper bound on the maximizer of the DS function). Observe that for the algorithms we use, \( O(T) \) is strongly polynomial in \( n \). The best strongly polynomial time algorithm for submodular function minimization is \( O(n^5 \eta + n^6) \) [Orlin, 2009] (the lower bound is currently unknown). Further the worst case complexity of the greedy algorithm for maximization is \( O(n^2) \) while the complexity of modular minimization is just \( O(n) \). Note finally that these are worst case complexities and actually the algorithms run much faster in practice.

5.7 Experiments

We test our algorithms on the feature subset selection problem in the supervised setting. Given a set of features \( X_V = \{X_1, X_2, \ldots, X_{|V|} \} \), we try to find a subset of these features \( A \) which has the most information from the original set \( X_V \) about a class variable \( C \) under constraints on the size or cost of \( A \). Normally the number of features \( |V| \) is quite large and thus the training and testing time depend on \( |V| \). In many cases, however, there is a strong correlation amongst features and not every feature is novel. We can thus perform training and testing with a much smaller number of features \( |A| \) while obtaining (almost) the same error rates.

The question is how to find the most representative set of features \( A \). The mutual information between the chosen set of features and the target class \( C \), \( I(X_A; C) \), captures
the relevance of the chosen subset of features. In most cases the selected features are not independent given the class $C$ so the naïve Bayes assumption is not applicable, meaning this is not a pure submodular optimization problem. As mentioned in Section 5.1, $I(X_A; C)$ can be exactly expressed as a difference between submodular functions $H(X_A)$ and $H(X_A|C)$.

5.7.1 Modular Cost Feature Selection

In this subsection, we look at the problem of maximizing $I(X_A; C) - \lambda |A|$, as a regularized feature subset selection problem. Note that a mutual information $I(X_A; C)$ query can easily be estimated from the data by just a single sweep through this data. Further we have observed that using techniques such as Laplace smoothing helps to improve mutual information estimates without increasing computation. In these experiments, therefore, we estimate the mutual information directly from the data and run our algorithms to find the representative subset of features.

We compare our algorithms on two data sets, i.e., the Mushroom data set [Iba et al., 1988] and the Adult data set [Kohavi, 1996] obtained from [Frank and Asuncion, 2010]. The
Mushroom data set has 8124 examples with 112 features, while the Adult data set has 32,561 examples with 123 features. In our experiments we considered subsets of features of sizes between 5%-20% of the total number of features by varying $\lambda$. We tested the following algorithms for the feature subset selection problem. We considered two formulations of the mutual information, one under naïve Bayes, where the conditional entropy $H(X_A|C)$ can be written as $H(X_A|C) = \sum_{j \in A} H(X_j|C)$ and another where we do not assume such factorization. We call these two formulations factored and non-factored respectively. We then considered the simple greedy algorithm, of iteratively adding features at every step to the factored and non-factored mutual information, which we call GrF and GrNF respectively. Lastly, we use the new algorithms presented in this chapter on the non-factored mutual information.

We then compare the results of the greedy algorithms with those of the three algorithms for this problem, using two pattern classifiers based on either a linear kernel SVM (using [Chang and Lin, 2011]) or a naïve Bayes (NB) classifier. We call the results obtained from the supermodular-submodular heuristic as “SupSub”, the submodular-supermodular procedure [Narasimhan and Bilmes, 2005] as “SubSup”, and the modular-modular objective as “ModMod.” In the SubSup procedure, we use the minimum norm point algorithm [Fujishige and Isotani, 2011] for submodular minimization, and in the SubSup procedure, we use the optimal algorithm of [Buchbinder et al., 2012] for submodular maximization. We observed that the three heuristics generally outperformed the two greedy procedures, and also that GRF can perform quite poorly, thus justifying our claim that the naïve Bayes assumption can be quite poor. This also shows that although the greedy algorithm in that case is optimal, the features are correlated given the class and hence modeling it as a difference between submodular functions gives the best results. We also observed that the SupSub and ModMod procedures perform comparably to the SubSup procedure, while the SubSup procedure is much slower in practice. Comparing the running times, the ModMod and the SubSup procedure are each a few times slower then the greedy algorithm (ModMod is slower due computing the modular semigradients), while the SubSup procedure is around 100 times slower. The SubSup
procedure is slower due to general submodular function minimization which can be quite slow.

The results for the Mushroom data set are shown in Figure 5.1. We performed a 10 fold cross-validation on the entire data set and observed that when using all the features SVM gave an accuracy rate of 99.6% while the all-feature NB model had an accuracy rate of 95.5%. The results for the Adult database are in Figure 5.2. In this case with the entire set of features the accuracy rate of SVM on this data set is 83.9% and NB is 82.3%.

![Plot of the Error rates using SVM](image1)
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**Figure 5.2**: Plot showing the accuracy rates vs. the number of features on the Adult data set.

In the mushroom data, the SVM classifier significantly outperforms the NB classifier and correspondingly GrF performs much worse than the other algorithms. Also, in most cases the three algorithms outperform GrNF. In the adult data set, both the SVM and NB perform comparably although SVM outperforms NB. However in this case also we observe that our algorithms generally outperform GrF and GrNF.

5.7.2 Submodular cost feature selection

We perform synthetic experiments for the feature subset selection problem under submodular costs. The cost model we consider is \( c(A) = \sum_i \sqrt{m(A \cap S_i)} \). We partitioned \( V \) into sets \( \{S_i\}_i \) and chose the modular function \( m \) randomly. In this set of experiments, we compare the
accuarcy of the classifiers vs. the cost associated with the choice of features for the algorithms. Recall, with simple (modular) cardinality costs the greedy algorithms performed decently in comparison to our algorithms in the adult data set, where the NB assumption is reasonable. However with submodular costs, the objective is no longer submodular even under the NB assumption and thus the greedy algorithms perform much worse. This is unsurprising since the greedy algorithm is approximately optimal only for monotone submodular functions. This is even more strongly evident from the results of the mushrooms data-set (Figure 5.3)

5.8 Discussion

We have introduced new algorithms for optimizing the difference between two submodular functions, provided new theoretical understanding that provides some justification for heuristics, have outlined applications that can make use of our procedures, and have tested in the case of feature selection with modular and submodular cost features. Our new ModMod procedure is fast at each iteration and experimentally does about as well as the SupSub and SubSup procedures. The ModMod procedure, moreover, can also be used under various com-
Figure 5.4: Plot showing the accuracy rates vs. the cost of features for the Adult data set

binatorial constraints, and therefore the ModMod procedure may hold the greatest promise as a practical heuristic.

Another algorithm which works for general DS optimization, is the work of [Kawahara and Washio, 2011], which though exact, employs a branch and bound technique, which is inefficient in practice (the timing analysis from [Kawahara and Washio, 2011] also depicts that). Hence this approach is not likely to scale to large scale optimization and machine learning problems.

A number of papers build upon our work. [Maheara and Murota, 2014], extend our framework, to handle differences of $L^J$ and $M^K$ concave functions (which generalize submodular set functions). Similarly, a number of papers have used our algorithms for real world problems. In the feature subset selection application considered in this chapter, we observe that using the exact objective function with a heuristic algorithm, performs better than an approximate objective function (which is the naïve Bayes assumption) and a more accurate algorithm. This fact was also observed in the context of Learning submodular functions for summarization applications [Lin, 2012, Tschiatschek et al., 2014]. The subproblems involved in the algorithm of learning submodular functions, naturally occur as a difference of submodular functions,
when one uses the true loss function for learning. [Tschiatschek et al., 2014] observed that using the true loss function along with the DS optimization algorithms from this chapter, works better using an approximate loss function (where one can then use the standard greedy algorithm with theoretical guarantees) [Tschiatschek et al., 2014, Lin, 2012]. Again, we notice that using the \textit{true} objective function, can perform better than an approximate objective, even though the approximate one admits theoretically tighter guarantees. Finally, [Pasumarthi et al., 2014] investigate the problem of targeted influence maximization, and show that the problem occurs as a maximization problem over a difference of submodular functions. They use our DS optimization framework, and observe that the algorithms perform much better than baselines which approximate the objective function.
Chapter 6

SUBMODULAR OPTIMIZATION SUBJECT TO
SUBMODULAR CONSTRAINTS

6.1 Introduction

In this chapter, we study a new class of discrete optimization problems that have the following form:

Problem 4 (SCSC): \( \min \{ f(X) \mid g(X) \geq c \} \), and Problem 5 (SCSK): \( \max \{ g(X) \mid f(X) \leq b \} \),

where \( f \) and \( g \) are monotone non-decreasing submodular functions that also, w.l.o.g., are normalized \((f(\emptyset) = g(\emptyset) = 0)^1\), and where \( b \) and \( c \) refer to budget and cover parameters respectively. The corresponding constraints are called the submodular cover [Wolsey, 1982] and submodular knapsack [Atamtürk and Narayanan, 2009] respectively and hence we refer to Problem 4 as Submodular Cost Submodular Cover (henceforth SCSC) and Problem 5 as Submodular Cost Submodular Knapsack (henceforth SCSK). Our motivation stems from an interesting class of problems that require minimizing a certain submodular function \( f \) while simultaneously maximizing another submodular function \( g \). We shall see that these naturally occur in applications like sensor placement, data subset selection, and many other machine learning applications.

A standard approach used in literature [Iyer and Bilmes, 2012b, Narasimhan and Bilmes, 2005, Kawahara and Washio, 2011] has been to transform these problems into minimizing the difference between submodular functions (DS optimization, which we studied in Chapter 5):

\[
\text{Problem 3: } \min_{X \subseteq V} (f(X) - g(X)). \tag{6.1}
\]

Unfortunately, we saw that Problem 3 is NP-hard and inapproximable (in the worst case), even when \( f \) and \( g \) are monotone. Although an exact branch and bound algorithm has been provided

---

1 A monotone non-decreasing normalized \((f(\emptyset) = 0)\) submodular function is called a polymatroid function.
for this problem [Kawahara and Washio, 2011], its complexity can be exponential in the worst case. While a number of well motivated heuristics in the form of majorization-minimization style algorithms were investigated in Chapter 5, in this chapter, we show that reformulations of Problem 3, in the form of Problems 4 and 5 admit algorithms with bounded approximation guarantees. On the other hand, in many applications, one of the submodular functions naturally serves as part of a constraint, in which case, Problems 4 and 5 are fitting models.

Problems 4 and 5 generalize a number of well-studied discrete optimization problems. For example the Submodular Set Cover problem (henceforth SSC) [Wolsey, 1982] occurs as a special case of Problem 4, with \( f \) being modular and \( g \) is submodular. Similarly the Submodular Cost Knapsack problem (henceforth SK) [Sviridenko, 2004] is a special case of Problem 5 again when \( f \) is modular and \( g \) submodular. Both these problems subsume the Set Cover and Max k-Cover problems [Feige, 1998]. When both \( f \) and \( g \) are modular, Problems 4 and 5 are called knapsack problems [Kellerer et al., 2004]. Furthermore, Problem 4 also subsumes the cardinality constrained submodular minimization problem [Svitkina and Fleischer, 2008] and more generally the problem of minimizing a submodular function subject to a knapsack constraints. It also subsumes the problem of minimizing a submodular function subject to a matroid span constraint (by setting \( g \) as the rank function of the matroid, and \( c \) as the rank of the matroid). This in turn subsumes the minimum submodular spanning tree problem [Goel et al., 2009], when \( f \) is monotone submodular.

The following are some of our contributions. We show that Problems 4 and 5 are intimately connected, in that any approximation algorithm for either problem can be used to provide guarantees for the other problem as well. We then provide a framework of combinatorial algorithms based on optimizing, sometimes iteratively, subproblems that are easy to solve. These subproblems are obtained by computing either upper or lower bound approximations of the cost functions or constraining functions. We also show that many combinatorial algorithms like the greedy algorithm for SK [Sviridenko, 2004] and SSC [Wolsey, 1982] (both of which seemingly use different techniques) also belong to this framework and provide the first constant-factor bi-criterion approximation algorithm for SSC [Wolsey, 1982] and hence
the general set cover problem [Feige, 1998]. We then show how with suitable choices of approximate functions, we can obtain a number of bounded approximation guarantees and show the hardness for Problems 4 and 5, which in fact match some of our approximation guarantees up to log-factors. Our guarantees and hardness results depend on the curvature of the submodular functions \( f \) and \( g \). We observe a strong asymmetry in the results that the factors change polynomially based on the curvature of \( f \) but only by a constant-factor with the curvature of \( g \), hence making the SK and SSC much easier compared to SCSK and SCSC. Finally we empirically evaluate the performance of our algorithms showing that the typical case behavior is much better than these worst case bounds.

### 6.2 Motivating Applications

The utility of Problems 4 and 5 become apparent when we consider how they occur in real-world applications and how they subsume a number of important optimization problems.

**Sensor Placement and Feature Selection:** Often, the problem of choosing sensor locations \( A \) from a given set of possible locations \( V \) can be modeled [Krause et al., 2008b, Iyer and Bilmes, 2012b] by maximizing the mutual information between the chosen variables \( A \) and the unchosen set \( V \setminus A \) (i.e., \( f(A) = I(X_A; X_{V \setminus A}) \)). Note that, while the symmetric mutual information is not monotone, it can be shown to approximately monotone [Krause et al., 2008b]. Alternatively, we may wish to maximize the mutual information between a set of chosen sensors \( X_A \) and a quantity of interest \( C \) (i.e., \( f(A) = I(X_A; C) \)) assuming that the set of features \( X_A \) are conditionally independent given \( C \) [Krause et al., 2008b, Iyer and Bilmes, 2012b]. Both these functions are submodular. Since there are costs involved, we want to simultaneously minimize the cost \( g(A) \). Often this cost is submodular [Krause et al., 2008b, Iyer and Bilmes, 2012b]. For example, there is typically a discount when purchasing sensors in bulk (economies of scale). Moreover, there may be diminished cost for placing a sensor in a particular location given placement in certain other locations (e.g., the additional equipment needed to install a sensor in, say, a precarious environment could be re-used for
multiple sensor installations in similar environments). Hence this becomes a form of Problem 5 above. An alternate view of this problem is to find a set of sensors with minimal cooperative cost, under a constraint that the sensors cover a certain fraction of the possible locations, naturally expressed as Problem 4.

Data subset selection: A data subset selection problem in speech and NLP involves finding a limited vocabulary which simultaneously has a large coverage. This is particularly useful, for example in speech recognition and machine translation, where the complexity of the algorithm is determined by the vocabulary size. The motivation for this problem is to find the subset of training examples which will facilitate evaluation of prototype systems [Lin and Bilmes, 2011a]. This problem then occurs in the form of Problem 4, where we want to find a small vocabulary subset (which is often submodular [Lin and Bilmes, 2011a]), subject to a constraint that the subset acoustically spans the entire data set (which is also often submodular [Lin and Bilmes, 2009, 2010]). This can also be phrased as Problem 5, where we ask for maximizing the acoustic coverage and diversity subject to a bounded vocabulary size constraint.

Privacy Preserving Communication: Given a set of random variables $X_1, \ldots, X_n$, denote $\mathcal{I}$ as an information source, and $\mathcal{P}$ as private information that should be filtered out. Then one way of formulating the problem of choosing a information containing but privacy preserving set of random variables can be posed as instances of Problems 4 and 5, with $f(A) = H(X_A|\mathcal{I})$ and $g(A) = H(X_A|\mathcal{P})$, where $H(\cdot|\cdot)$ is the conditional entropy. An alternative strategy would be to formulate the problem with $f(A) = H(X_A) + H(X_A|\mathcal{I})$ and $g(A) = H(X_A) + H(X_A|\mathcal{P})$.

Machine Translation: Another application in machine translation is to choose a subset of training data that is optimized for given test data set, a problem previously addressed with modular functions [Moore and Lewis, 2010]. Defining a submodular function with ground
set over the union of training and test sample inputs $V = V_{tr} \cup V_{te}$, we can set $f : 2^{V_{tr}} \to \mathbb{R}_+$ to $f(X) = f(X|V_{te})$, and take $g(X) = |X|$, and $b \approx 0$ in Problem 5 to address this problem. We call this the *Submodular Span* problem.

### 6.3 Combinatorial Algorithmic Framework

In this chapter, we provide a framework of algorithms based on choosing appropriate surrogate functions for $f$ and $g$ to optimize over. This framework is represented in Algorithm 13. We would like to choose surrogate functions $\hat{f}_t$ and $\hat{g}_t$ such that using them, Problems 4 and 5 become easier. If the algorithm is just single stage (not iterative), we represent the surrogates as $\hat{f}$ and $\hat{g}$. The surrogate functions we consider in this chapter are in the forms of upper and lower bounds, defined via sub and supergradients (see Section 1.4.1 for a definition of these), and approximations (for example, the Ellipsoidal Approximation). Our algorithms belong to the Majorization-Minimization framework of algorithms, similar to the ones investigated for Problems 1, 2 and 3. In the case of submodular minimization, maximization and DS optimization, this framework subsumes a large class of known combinatorial algorithms and provides a generic recipe for different forms of submodular function optimization. In this chapter, we extend these ideas to Problems 4 and 5, to obtain a fast family of algorithms. The other type of surrogate functions we consider are those obtained from other approximations of the functions. One such classical approximation is the ellipsoidal approximations [Goemans et al., 2009]. While computing this approximation is time consuming, it turns out to provide the tightest theoretical guarantees.

**Algorithm 13** General algorithmic framework to address both Problems 4 and 5

1. for $t = 1, 2, \cdots, T$ do
2. 
3. 
4. end for
6.3.1 Majorization-Minimization Algorithms

Using the modular upper and lower bounds above in Algorithm 13, provide a class of Majorization-Minimization (MM) algorithms, akin to the algorithms proposed in Chapters 3, 4 and 5. An appropriate choice of the bounds ensures that the algorithm always improves the objective values for Problems 4 and 5. In particular, choosing \( \hat{f}_t \) as a modular upper bound of \( f \) tight at \( X^t \), i.e. \( \hat{f}_t(X) = m_{X^t}(X) \), or \( \hat{g}_t \) as a modular lower bound of \( g \) tight at \( X^t \). This ensures that the objective value of Problems 4 and 5 always improves at every iteration as long as the corresponding surrogate problem can be solved exactly. Unfortunately, Problems 4 and 5 are NP-hard even if \( f \) or \( g \) (or both) are modular [Feige, 1998], and therefore the surrogate problems themselves cannot be solved exactly. Fortunately, the surrogate problems are often much easier than the original ones and can admit log or constant-factor guarantees. In practice, moreover, these factors are almost 1. In order to guarantee improvement from a theoretical stand-point however, the iterative schemes can be slightly modified using the following trick. Notice that the only case when the true valuation of \( X^t \) is better than \( X^{t+1} \) is when the surrogate valuation of \( X^t \) is better than \( X^{t+1} \) (since \( X^{t+1} \) is only near-optimal and not optimal). In such case, we terminate the algorithm at \( X^t \). What is also fortunate and perhaps surprising, is that unlike the case of DS optimization (where the problem is inapproximable in general, the constrained forms of optimization (Problems 4 and 5) do have approximation guarantees. It is also interesting to note that the algorithms proposed in this chapter, are very similar to the majorization-minimization algorithms we proposed for DS optimization (Problem 3), and for Submodular Minimization and Maximization (Problems 1 and 2).

6.3.2 Ellipsoidal Approximation

We also consider ellipsoidal approximations (EA) of \( f \). Recall that we can compute this surrogate function \( \hat{f} \), by approximating the submodular polyhedron by an ellipsoid. This resulting function is of the form \( \sqrt{w^f(X)} \) for a certain modular weight vector \( w^f \in \mathbb{R}^V \), and
satisfies, $\sqrt{w^f(X)} \leq f(X) \leq O(\sqrt{n} \log n)\sqrt{w^f(X)}$, $\forall X \subseteq V$.

Similar to the procedure in Chapter 3, we compute a curve-normalized version of $f$:

$$f^s(X) = \frac{f(X) - (1 - \kappa_f)\sum_{j \in X} f(j)}{\kappa_f}. \quad (6.2)$$

The function $f^s$ essentially contains the zero curvature component of the submodular function $f$ and the modular upper bound $\sum_{j \in X} f(j)$ contains all the linearity. The main idea is to then approximate only the polymatroidal part and retain the linear component. This simple trick improves many of the approximation bounds. Given a polymatroid function $f$ with a curvature $\kappa_f < 1$, the submodular function $f^{ea}(X) = \kappa_f \sqrt{w^f(X)} + (1 - \kappa_f)\sum_{j \in X} f(j)$ satisfies:

$$f^{ea}(X) \leq f(X) \leq O\left(\frac{\sqrt{n} \log n}{1 + (\sqrt{n} \log n - 1)(1 - \kappa_f)}\right) f^{ea}(X), \forall X \subseteq V \quad (6.3)$$

$f^{ea}$ is multiplicatively bounded by $f$ by a factor depending on $\sqrt{n}$ and the curvature. The dependence on the curvature is evident from the fact that when $\kappa_f = 0$, we get a bound of $O(1)$, which is not surprising since a modular $f$ is exactly represented as $f(X) = \sum_{j \in X} f(j)$. We shall use the result above in providing approximation bounds for Problems 4 and 5. In particular, the surrogate functions $\hat{f}$ or $\hat{g}$ in Algorithm 13 can be the ellipsoidal approximations above, and the multiplicative bounds transform into approximation guarantees for these problems.

### 6.4 Relation between SCSC and SCSK

In this section, we show a precise relationship between Problems 4 and 5. From the formulation of Problems 4 and 5, it is clear that these problems are duals of each other. Indeed, in this section we show that the problems are polynomially transformable into each other.

We first introduce the notion of bi-criteria algorithms. An algorithm is a $[\alpha, \beta]$ bi-criterion algorithm for Problem 4 if it is guaranteed to obtain a set $X$ such that $f(X) \leq \alpha f(X^*)$ (approximate optimality) and $g(X) \geq c' = \beta c$ (approximate feasibility), where $X^*$ is an optimizer of Problem 4. Similarly, an algorithm is a $[\beta, \alpha]$ bi-criterion algorithm for Problem
5 if it is guaranteed to obtain a set $X$ such that $g(X) \geq \beta g(X^*)$ and $f(X) \leq b = \alpha b$, where $X^*$ is the optimizer of Problem 5. In a bi-criterion algorithm for Problems 4 and 5, typically $\alpha \geq 1$ and $\beta \leq 1$. We call these type of approximation algorithms, bi-criterion approximation algorithms of type 1.

We can also view the bi-criterion approximations from another angle. We can say that for Problem 4, $\hat{X}$ is a feasible solution (i.e., it satisfies the constraint), and is a $[\alpha, \beta]$ bi-criterion approximation, if $f(\hat{X}) \leq \alpha f(\hat{X}^*)$, where $\hat{X}^*$ is the optimal solution to the problem $\min \{ f(X) | g(X) \geq c/\beta \}$. Similarly for Problem 5, we can say that $\hat{X}$ is a feasible solution (i.e., it satisfies the constraint), and is a $[\beta, \alpha]$ bi-criterion approximation, if $g(\hat{X}) \geq \beta g(\hat{X}^*)$. Here $\hat{X}^*$ is the optimal solution to the problem $\max \{ g(X) | f(X) \leq b \alpha \}$. We call these the bi-criterion approximation algorithms of type 2.

It is easy to see that these algorithms can easily be transformed into each other. For example, in the case of problem 4, a bi-criterion algorithm of type-I can obtain a guarantee of type-II if we run it till a covering constraint of $c'/\beta$ (where $c'$ in this case, is the approximate covering constraint which the type-I algorithm needs to satisfy – note that it need not be the actual covering constraint of the problem). Similarly an algorithm of type-II can obtain a guarantee of type-I if run till a covering constraint of $\beta c$ (in this case, $c$ is the actual ‘covering’ constraint, since a type-II approximate algorithm provides a feasible set). We can similarly transform these guarantees for Problem 5. In particular, a bi-criterion algorithm of type-I can be used to obtain a guarantee of type-II if we run it till a budget of $b'\alpha$ (again, here $b'$ is the approximate budget of the type-I algorithm). Similarly an algorithm of type-II can obtain a guarantee of type-I if run till a covering constraint of $b/\alpha$ (in this case, $b$ is the budget of the original problem).
Algorithm 14 Approx. algorithm for SCSK using an approximation algorithm for SCSC using Linear search.

1: **Input:** An SCSK instance with budget $b$, an $[\alpha, \beta]$ approx. algo. for SCSC, & $\epsilon \in [0, 1)$.
2: **Output:** $[(1 - \epsilon)\beta, \alpha]$ approx. for SCSK.
3: $c \leftarrow g(V), \hat{X}_c \leftarrow V$.
4: while $f(\hat{X}_c) > ab$ do
5: \hspace{1em} $c \leftarrow (1 - \epsilon)c$
6: \hspace{1em} $\hat{X}_c \leftarrow [\alpha, \beta]$ approx. for SCSC using $c$.
7: end while
8: Return $\hat{X}_c$

Algorithm 15 Approx. algorithm for SCSC using an approximation algorithm for SCSK using Linear search.

1: **Input:** An SCSC instance with cover $c$, an $[\beta, \alpha]$ approx. algo. for SCSK, & $\epsilon > 0$.
2: **Output:** $[(1 + \epsilon)\alpha, \beta]$ approx. for SCSC.
3: $b \leftarrow \text{argmin}_j f(j), \hat{X}_b \leftarrow \emptyset$.
4: while $g(\hat{X}_b) < \beta c$ do
5: \hspace{1em} $b \leftarrow (1 + \epsilon)b$
6: \hspace{1em} $\hat{X}_b \leftarrow [\beta, \alpha]$ approx. for SCSK using $b$.
7: end while
8: Return $\hat{X}_b$.

Figure 6.1: Bi-criterion transformation algorithms for SCSC and SCSK using Linear search.

Though both type-I and type-II guarantees are easily transformable into each other, through the rest of this chapter whenever we refer to bi-criterion approximations, we shall consider only the type-I approximations.

A *non-bicriterion* algorithm for Problem 4 is when $\beta = 1$ and a *non-bicriterion* algorithm
for Problem 5 is when $\alpha = 1$. Algorithms 14 and 15 provide the schematics for using an approximation algorithm for one of the problems for solving the other.

The main idea of Algorithm 14 is to start with the ground set $V$ and reduce the value of $c$ (which governs SCSC), until the valuation of $f$ just falls below $\alpha b$. At that point, we are guaranteed to get a $((1 - \epsilon)\beta, \alpha)$ solution for SCSK. Similarly in Algorithm 15, we increase the value of $b$ starting at the empty set, until the valuation at $g$ falls above $\beta c$. At this point we are guaranteed a $((1 + \epsilon)\alpha, \beta)$ solution for SCSC. In order to avoid degeneracies, we assume that $f(V) \geq b \geq \min_j f(j)$ and $g(V) \geq c \geq \min_j g(j)$, else the solution to the problem is trivial.

**Theorem 6.1.** Algorithm 14 is guaranteed to find a set $\hat{X}_c$ which is a $[(1 - \epsilon)\beta, \alpha]$ approximation of SCSC in at most $\log_{1/(1-\epsilon)}[g(V)/\min_j g(j)]$ calls to the $[\alpha, \beta]$ approximate algorithm for SCSC. Similarly, Algorithm 15 is guaranteed to find a set $\hat{X}_b$ which is a $[(1 + \epsilon)\alpha, \beta]$ approximation of SCSC in $\log_{1+\epsilon}[f(V)/\min_j f(j)]$ calls to a $[\beta, \alpha]$ approximate algorithm for SCSK.

**Proof.** We start by proving the first part, for Algorithm 14. Notice that Algorithm 14 converges when $f(\hat{X}_c)$ just falls below $\alpha b$. Hence $f(\hat{X}_c) \leq \alpha b$ (is approximately feasible) and at the previous step $c' = c/(1 - \epsilon)$, we have that $f(\hat{X}_{c'}) > \alpha b$. Denoting $X^*_c$ as the optimal solution for SCSC at $c'$, we have that $f(X^*_c) > b$ (a fact which follows from the observation that $\hat{X}_c$ is a $[\alpha, \beta]$ approximation of SCSC at $c$). Hence if $X^*$ is the optimal solution of SCSK, it follows that $g(X^*) < c'$. The reason for this is that, suppose, $g(X^*) \geq c'$. Then it follows that $X^*$ is a feasible solution for SCSC at $c'$ and hence $f(X^*) \geq f(X^*_c) > b$. This contradicts the fact that $X^*$ is an optimal solution for SCSK (since it is then not even feasible).

Next, notice that $\hat{X}_c$ satisfies that $g(\hat{X}_c) \geq \beta c$, using the fact that $\hat{X}_c$ is obtained from a $(\alpha, \beta)$ bi-criterion algorithm for SCSC. Hence,

$$g(\hat{X}_c) \geq \beta c = \beta(1 - \epsilon)c' > \beta(1 - \epsilon)g(X^*)$$  \hspace{1cm} (6.4)

Hence the Algorithm 14 is a $((1 - \epsilon)\beta, \alpha)$ approximation for SCSK.
Algorithm 16 Binary Search Conversion from SCSC to SCSK.

1: **Input:** An SCSK instance with budget \( b \), an \([\alpha, \beta]\) approx. algo. for SCSC, & \( \epsilon \in [0, 1) \).
2: **Output:** \([(1 - \epsilon)\beta, \alpha]\) approx. for SCSK.
3: \( c_{\text{min}} \leftarrow \min_j g(j), c_{\text{max}} \leftarrow g(V) \)
4: **while** \( c_{\text{max}} - c_{\text{min}} \geq \epsilon c_{\text{max}} \) **do**
5: \( c \leftarrow [c_{\text{max}} + c_{\text{min}}]/2 \)
6: \( \hat{X}_c \leftarrow [\alpha, \beta] \) approx. for SCSC using \( c \).
7: **if** \( f(\hat{X}_c) > \alpha b \) **then**
8: \( c_{\text{max}} \leftarrow c \)
9: **else**
10: \( c_{\text{min}} \leftarrow c \)
11: **end if**
12: **end while**
13: Return \( \hat{X}_{c_{\text{min}}} \)

Algorithm 17 Binary search conversion from SCSK to SCSC.

1: **Input:** An SCSC instance with cover \( c \), an \([\beta, \alpha]\) approx. algo. for SCSK, & \( \epsilon > 0 \).
2: **Output:** \([(1 + \epsilon)\alpha, \beta]\) approx. for SCSC.
3: \( b_{\text{min}} \leftarrow \arg\min_j f(j), b_{\text{max}} \leftarrow f(V) \).
4: **while** \( b_{\text{max}} - b_{\text{min}} \geq \epsilon b_{\text{min}} \) **do**
5: \( b \leftarrow [b_{\text{max}} + b_{\text{min}}]/2 \)
6: \( \hat{X}_b \leftarrow [\beta, \alpha] \) approx. for SCSK using \( b \)
7: **if** \( g(\hat{X}_b) < \beta c \) **then**
8: \( b_{\text{min}} \leftarrow b \)
9: **else**
10: \( b_{\text{max}} \leftarrow b \)
11: **end if**
12: **end while**
13: Return \( \hat{X}_{b_{\text{max}}} \)

Figure 6.2: Bicriterion transformation algorithms for SCSC and SCSK using Binary search.
In order to show the converge rate, notice that $c \geq \min_j g(j) > 0$. Since $\alpha \geq 1$ and $b \geq \min_j f(j)$, we can guarantee that this algorithm will stop before $c$ reaches $\min_j g(j)$. The reason is that, when $c = \min_j g(j)$, the minimum value of $f(X)$ such that $g(X) \geq c$ is $\min_j f(j)$, which is smaller than $b$. Moreover, since $\alpha > 1$, it implies that the algorithm would have terminated before this point.

The proof for the second part of the statement, for Algorithm 15, is omitted since it is shown using a symmetric argument.

Theorem 6.1 implies that the complexity of Problems 4 and 5 are identical, and a solution to one of them provides a solution to the other. Furthermore, as expected, the hardness of Problems 4 and 5 are also almost identical. When $f$ and $g$ are polymatroid functions, moreover, we can provide bounded approximation guarantees for both problems, as shown in the next section.

Alternatively we can also do a binary search instead of a linear search to transform Problems 4 and 5. This essentially turns the factor of $O(1/\epsilon)$ into $O(\log 1/\epsilon)$. Algorithms 16 and 17 show the transformation algorithms using binary search. While the binary search also ensures the same performance guarantees, it does so more efficiently.

**Theorem 6.2.** Algorithm 16 is guaranteed to find a set $\hat{X}_c$ which is a $[(1-\epsilon)\beta, \alpha]$ approximation of SCSK in at most $\log_2 \left[ \frac{g(V)/\min_j g(j)}{\epsilon} \right]$ calls to the $[\alpha, \beta]$ approximate algorithm for SCSC. Similarly, Algorithm 17 is guaranteed to find a set $\hat{X}_b$ which is a $[(1+\epsilon)\alpha, \beta]$ approximation of SCSC in $\log_2 \left[ \frac{f(V)/\min_j f(j)}{\epsilon} \right]$ calls to a $[\beta, \alpha]$ approximate algorithm for SCSK. When $f$ and $g$ are integral, moreover, Algorithm 16 obtains a $[\beta, \alpha]$ bi-criterion approximate solution for SCSK in $\log_2 g(V)$ iterations, and similarly Algorithm 17 obtains a $[\alpha, \beta]$ bi-criterion approximate solution for SCSC in $\log_2 g(V)$ iterations.

**Proof.** To show this theorem, we use the result from Theorem 6.1. Let $c = c_{\min}$ and $c' = c_{\max}$. An important observation is that throughout the algorithm, the values of $c_{\min}$ satisfy $f(\hat{X}_{c_{\min}}) \leq ab$ and $f(\hat{X}_{c_{\max}}) > ab$. Hence, $f(\hat{X}_c) \leq ab$ and $f(\hat{X}_{c'}) > ab$. Moreover,
notice that $c'/c = c_{\text{max}}/c_{\text{min}} = 1/(1-\epsilon)$. Hence using the proof of Theorem 6.1 the approximation guarantee follows.

In order to show the complexity, notice that $c_{\text{max}} - c_{\text{min}}$ is decreasing throughout the algorithm. At the beginning, $c_{\text{max}} - c_{\text{min}} \leq g(V)$ and at convergence, $c_{\text{max}} - c_{\text{min}} \geq \epsilon c_{\text{max}}/2 \geq \epsilon \min_j g(j)/2$. The bound at convergence holds since, let $c'_{\text{max}}$ and $c'_{\text{min}}$ be the values at the previous step. It holds that $c'_{\text{max}} - c'_{\text{min}} \geq \epsilon c'_{\text{max}}$. Moreover, $c_{\text{max}} - c_{\text{min}} = (c'_{\text{max}} - c'_{\text{min}})/2 \geq \epsilon c'_{\text{max}}/2 \geq \epsilon c_{\text{max}}$. Hence the number of iterations is bounded by $\log_2 \left[ \frac{2g(V)}{\epsilon \min_j g(j)} \right]$. Moreover, when $f$ and $g$ are integral, the analysis is much simpler. In particular, notice that once $c_{\text{max}} - c_{\text{min}} = 1$, the algorithm will stop at the next iteration (this is because at this point, $c = (c_{\text{max}} + c_{\text{min}})/2$ is equivalent to $c = c_{\text{max}}$). Hence, the number of iterations is bounded by $\log_2 g(V)$, and we can exactly obtain a $[\beta, \alpha]$ bi-criterion approximation algorithm.

The proof for the second part of the statement, for Algorithm 15, similarly follows using a symmetric argument.

When $f$ and $g$ are integral, this removes the $\epsilon$ dependence on the factors and could potentially be much faster in practice. We also remark that a specific instance of such a transformation has been used [Krause et al., 2008a], for a specific class of functions $f$ and $g$. We shall show in section 6.7 that their algorithm is in fact a special case of Algorithm 16 through a specific construction to convert the non-submodular problem into an instance of a submodular one.

Algorithm 14 and Algorithm 15 indeed provide an interesting theoretical result connecting the complexity of Problems 4 and 5. In the next section however, we provide distinct algorithms for each problem when $f$ and $g$ are polymatroid functions — this turns out to be faster than having to resort to the iterative reductions above.
6.5 Approximation Algorithms for SCSC

We first describe our approximation algorithms designed specifically for SCSC, leaving to §6.6 the presentation of our algorithms slated for SCSK. We first investigate a special case, the submodular set cover (SSC), and then provide two algorithms, one of them (ISSC) is very practical with a weaker theoretical guarantee, and another one (EASSC) which is slow but has the tightest guarantee.

6.5.1 Submodular Set Cover (SSC)

Algorithm 18 Greedy Algorithm for $\max \{ \sum_{i \in X} f(i) | g(X) \geq c \} [Wolsey, 1982]$

Start with $Y_0 = \emptyset, n \leftarrow 0$

repeat

\[ y = \arg \min_{v \in V \setminus Y_n} \frac{f(v)}{g(v)Y_n} \]

$Y_{n+1} = Y_n \cup y$

$n \leftarrow n + 1$

until $g(Y_n) > B$

return $Y_{n-1}$.

We start by considering a classical special case of SCSC (Problem 4) where $f$ is already a modular function and $g$ is a submodular function. This problem occurs naturally in a number of problems related to active/online learning [Guillory and Bilmes, 2010] and summarization [Lin and Bilmes, 2010, 2011b]. This problem was first investigated by Wolsey [Wolsey, 1982], wherein he showed that a simple greedy algorithm (shown in Algorithm 18) achieves bounded (in fact, log-factor) approximation guarantees. We show that this greedy algorithm can naturally be viewed in the framework of our Algorithm 13 by choosing appropriate surrogate functions $\hat{f}_t$ and $\hat{g}_t$. The idea is to use the modular function $f$ as its own surrogate $\hat{f}_t$ and choose the function $\hat{g}_t$ as a modular lower bound of $g$. Akin to the framework of algorithms in [Iyer et al., 2013b], the crucial factor is the choice of the lower bound (or subgradient).
Define the greedy subgradient (equivalently the greedy permutation) as:

$$\sigma(i) \in \arg\min \left\{ \frac{f(j)}{g(j|S_{i-1}^\sigma)} \mid j \notin S_{i-1}^\sigma, g(S_{i-1} \cup j) < c \right\}.$$  

(6.5)

Once we reach an \(i\) where the constraint \(g(S_{i-1} \cup j) < c\) can no longer be satisfied by any \(j \notin S_{i-1}^\sigma\), we choose the remaining elements for \(\sigma\) arbitrarily. Let the corresponding subgradient be referred to as \(h^\sigma\). Let \(N\) be the minimum \(i\) such that \(g(S_i^\sigma) \geq c\) and \(\theta_i = \min_{j \notin S_{i-1}^\sigma} \frac{f(j)}{g(j|S_{i-1}^\sigma)}\). Then we have the following lemma, which is an extension of [Wolsey, 1982]:

**Lemma 6.1.** Choosing the surrogate function \(\hat{f}\) as \(f\) and \(\hat{g}\) as \(h^\sigma\) (with \(\sigma\) defined in Eqn. (6.5)) in Algorithm 13, at the end of the first iteration, we are guaranteed to obtain a set \(X^g\) such that

$$\frac{f(X^g)}{f(X^\star)} \leq 1 + \log_e \min \{\lambda_1, \lambda_2, \lambda_3\}$$  

(6.6)

where \(\lambda_1 = \max \{\frac{1}{1 - \kappa_g(S_{i}^\sigma)} \mid i : c(S_{i}^\sigma) < 1\}\), \(\lambda_2 = \frac{\theta_N}{\theta_1}\) and \(\lambda_3 = \frac{g(V) - g(\emptyset)}{g(V) - g(S_{N-1}^\sigma)}\). Furthermore if \(g\) is integral, \(\frac{f(X^g)}{f(X^\star)} \leq H(\max_j g(j))\), where \(H(d) = \sum_{i=1}^d \frac{1}{i}\) for a positive integer \(d\).

**Proof.** The permutation \(\sigma\) is chosen based on a greedy ordering associated with the submodular set cover problem, and therefore \(h^\sigma(S_N^\sigma) = g(S_N^\sigma) \geq c\) (where the inequality follows from the definition of \(N\)), and thus \(S_N^\sigma\) is a feasible solution in the surrogate problem (where \(g\) is replaced by \(h^\sigma\)). The resulting knapsack problem can be addressed using the greedy algorithm [Kellerer et al., 2004], but this exactly corresponds to the greedy algorithm of submodular set cover [Wolsey, 1982] and hence the guarantee follows from Theorem 1 in [Wolsey, 1982].

The surrogate problem in this instance is a simple knapsack problem that can be solved nearly optimally using dynamic programming [Vazirani, 2004]. As stated in the proof, the greedy algorithm for the submodular set cover problem [Wolsey, 1982] is in fact equivalent to using the greedy algorithm for the knapsack problem [Kellerer et al., 2004], which is in fact suboptimal. When \(g\) is integral, the guarantee of the greedy algorithm is \(H_g \triangleq H(\max_j g(j))\), where \(H(d) = \sum_{i=1}^d \frac{1}{i}\) [Wolsey, 1982] (henceforth we will use \(H_g\) for this quantity). This
factor is tight up to lower-order terms [Feige, 1998]. Furthermore, since this algorithm directly solves SSC, we call it the *primal greedy*. We could also solve SSC by looking at its *dual*, which is SK [Sviridenko, 2004]. Although SSC does not admit any constant-factor approximation algorithms [Feige, 1998], we can obtain a constant-factor *bi-criterion* guarantee:

**Lemma 6.2.** Using the greedy algorithm for SK [Sviridenko, 2004] as the approximation oracle in Algorithm 15 provides a \([1 + \varepsilon, 1 - e^{-1}]\) bi-criterion approximation algorithm for SSC, for any \(\varepsilon > 0\).

**Proof.** We call this the *dual greedy*. This result follows immediately from the guarantee of the submodular cost knapsack problem [Sviridenko, 2004] and Theorem 6.1. 

We remark that we can also use a simpler version of the greedy iteration at every iteration [Lin and Bilmes, 2010, Krause and Guestrin, 2005a] and we obtain a guarantee of \((1 + \varepsilon, 1/2(1 - e^{-1}))\). In practice, however, both these factors are almost 1 and hence the simple variant of the greedy algorithm suffices.

An interesting connection between the greedy algorithm and the induced orderings, allows us to further simplify this dual algorithm. A nice property of the greedy algorithm for the submodular knapsack problem is that it can be completely parameterized by the chain of sets – this holds for the greedy algorithm of [Lin and Bilmes, 2010, Krause and Guestrin, 2005a] for knapsack constraints, and the basic greedy algorithm of [Nemhauser and Wolsey, 1978] under cardinality constraints. In particular, having computed the greedy chain of sets, and given a value of \(b\) or the budget, we can easily find the corresponding set in \(O(\log n)\) time using binary search. Moreover, this also implies that we can do the transformation algorithms by just iterating through the chain of sets once. In particular, the linear search over the different values of \(\varepsilon\) is equivalent to the linear search over the different chain of sets. Moreover, we could also do the much faster binary search. Hence the complexity of the dual greedy algorithm is almost identical to the primal greedy one for the submodular set cover problem.
It is also important to put the bicriterion result into perspective. Notice that the bicriterion guarantee suggests that we find only an approximate feasible solution. In particular, the dual greedy algorithm provides a type-I bi-criterion approximation, – that the solution obtained by running the algorithm with a cover constraint of \((1 - 1/e)c\) is competitive to the optimal solution with a cover constraint of \(c\). However, we can also obtain a type-II bi-criterion approximation by running the dual greedy algorithm until it satisfies the cover constraint of \(c\). In this case, we would obtain a feasible solution. The guarantee, however, would say that the resulting solution would be competitive to the optimal solution obtained with a cover constraint of \(c/(1 - e^{-1})\). Furthermore, these factors are in practice close to 1, and the primal and dual greedy algorithms would both perform very well empirically.

6.5.2 Iterated Submodular Set Cover (ISSC)

We next investigate an algorithm for the general SCSC problem when both \(f\) and \(g\) are submodular. The idea here is to iteratively solve the submodular set cover problem which can be done by replacing \(f\) by a modular upper bound at every iteration. In particular, this can be seen as a variant of Algorithm 13, where we start with \(X^0 = \emptyset\) and choose \(\hat{f}_t(X) = m_{X^t,2}(X)\) at every iteration (alternatively, we can choose \(\hat{f}_t(X) = m_{X^t,1}(X)\)). At the first iteration with \(X^0 = \emptyset\), either variant then corresponds to the set cover problem with the simple modular upper bound \(f(X) \leq m^f_\emptyset(X) = \sum_{j \in X} f(j)\) where \(m^f_{X^t}\) refers to either variant. The surrogate problem at each iteration becomes

\[
\begin{align*}
\text{minimize} & \quad m^f_{X^t}(X) \\
\text{subject to} & \quad g(X) \geq c.
\end{align*}
\]

This scheme is depicted in Algorithm 19.

Hence, each iteration is an instance of SSC and can be solved nearly optimally using the greedy algorithm. We can continue this algorithm for \(T\) iterations or until convergence. An analysis very similar to the ones in Chapters 3, 4 and 5 will reveal polynomial time convergence. Since each iteration is only the greedy algorithm, this approach is also highly practical and
Algorithm 19 Iterated Submodular Set Cover Algorithm for SCSC (Problem 4)
Start with an arbitrary $X^0$.

while until convergence ($X^{i-1} = X^i$) do
    Pick a supergradient and modular upper bound $m^f_{X^t}$ at $X^t$
    $X^{t+1} := \text{argmin}\{m^f_{X^t}(X) \mid g(X) \geq c\}$
    $t \leftarrow t + 1$
end while

scalable. Since there are two approaches to solve the set cover problem (the primal approach of Lemma 6.1 and the dual greedy approach of Lemma 6.2), we have two forms of ISSC, the primal ISSC and the dual ISSC. The following shows the resulting theoretical guarantees:

**Theorem 6.3.** The primal ISSC algorithm obtains an approximation factor of \( \frac{K_g H_g}{1+(K_g-1)(1-\gamma f(S^*))} \leq \frac{n^\gamma |X^*|}{1+(|X^*|-1)(1-\gamma f(S^*))} \) where $K_g = 1 + \max\{|X| : g(X) < c\}$ and $H_g$ is the approximation factor of the submodular set cover using $g$. Similarly the dual ISSC obtains a bi-criterion guarantee of \( \left[ \frac{(1+\epsilon)K_g}{1+(K_g-1)(1-\gamma f)}, 1 - e^{-1} \right] \).

**Proof.** The first part of the result follows directly from Lemma 3.10. In particular, we obtain a guarantee of

\[
\frac{\gamma |X^*|}{1 + (|X^*|-1)(1-\gamma f(S^*))}
\]

for the problem of $\min\{f(X) \mid X \in C\}$ where $\gamma$ is the approximation guarantee of solving a modular function over $C$ where $C$ is the feasible set. In this case, $\gamma = H_g$ and $|X^*| \leq K_g$.

When using the dual greedy approach at every iteration, we can use a similar form of the result in the bi-criterion sense. Consider only the first iteration of this algorithm (due to the monotonicity of the algorithm, we will only improve the objective value). We are then guaranteed to obtain a set $\hat{X}$ such that (denote $X^1$ as the solution after the first iteration)

\[
f(\hat{X}) \leq f(X^1) \leq m^f_{\theta}(X^1) \leq (1+\epsilon)m^f_{\theta}(X^*) \leq \frac{K_g(1+\epsilon)}{1+(K_g-1)(1-\gamma f)}f(X^*)
\]
The inequalities above follow from the fact that the modular upper bound $m^f_\emptyset(X)$ satisfies,

$$m^f_\emptyset(X) \leq f(X) \leq \frac{|X|}{1 + (|X| - 1)(1 - \kappa_f)} f(X)$$

and the fact that $X^1$ which is the solution obtained through the dual set cover with a cover constraint $(1 - e^{-1})c$ satisfies $m^f_\emptyset(X^1) \leq (1 + \epsilon)m^f_\emptyset(X^*)$. In the above, $X^*$ is the optimal solution to the problem $\min\{f(X) | g(X) \geq c\}$. We could also run the dual set cover algorithm to obtain a feasible solution (i.e., a type-II guarantee). In this case, the guarantee would compete with the optimal solution satisfying a cover constraint of $c/(1 - e^{-1})$.

From the above, it is clear that $K_g \leq n$. Notice also that $H_g$ is essentially a log-factor. We also see an interesting effect of the curvature $\kappa_f$ of $f$. When $f$ is modular ($\kappa_f = 0$), we recover the approximation guarantee of the submodular set cover problem. Similarly, when $f$ has restricted curvature, the guarantees can be much better. For example, using square-root over modular function $f(X) = \sum_{i=1}^k \sqrt{w_i(X)}$, which is common model used in applications [Iyer and Bilmes, 2012b, Lin, 2012, Jegelka and Bilmes, 2011b], the worst case guarantee is $H_g \sqrt{K_g}$ (see Corollary 3.3). Moreover, the approximation guarantee already holds after the first iteration, so additional iterations can only further improve the objective.

We remark here that a special case of ISSC, using only the first iteration (i.e., the simple modular upper bound of $f$) was considered in [Wan et al., 2010, Du et al., 2011]. Our algorithm not only possibly improves upon theirs, but our approximation guarantee is also more explicit than theirs. In particular, they show a guarantee of $\nu_f H_g$, where $\nu_f = \min\{\frac{\sum_{i \in X} f(i)}{f(X)} | g(X) = g(V)\}$. Since this factor $\nu_f$ itself involves an optimization problem, it is not clear how to efficiently compute this factor. Moreover given a submodular function $f$, it is also not evident how good this factor is. While our guarantee is an upper bound of $\nu_f H_g$, it is much more explicit in its dependence on the parameters of the problem. It can also be computed efficiently and has an intuitive significance related to the curvature of the function. Furthermore, our bound is also tight since with, for example, $f(X) = \min\{|X|, 1\}$, our exactly matches the bound of [Wan et al., 2010, Du et al., 2011]. Lastly our algorithm also potentially improves upon theirs thanks to its iterative nature.
For another variant of this algorithm, we can replace \( g \) with its greedy modular lower bound at every iteration. Then, rather than solving every iteration through the greedy algorithm, we can solve every iteration as a knapsack problem (minimizing a modular function over a modular lower bound constraint) [Kellerer et al., 2004], using say, a dynamic programming based approach. This could potentially improve over the greedy variant, but at a potentially higher computational cost.

6.5.3 Ellipsoidal Approximation based Submodular Set Cover (EASSC)

In this setting, we use the ellipsoidal approximation discussed in §6.3. We can compute the \( \kappa_f \)-normalized version of \( f \) \( (f^\kappa, \text{see §6.3}) \), and then compute its ellipsoidal approximation \( \sqrt{w J^\kappa} \). We then define the function \( \hat{f}(X) = f^{\text{ea}}(X) = \kappa_f \sqrt{w J^\kappa(X)} + (1 - \kappa_f) \sum_{j \in X} f(j) \) and use this as the surrogate function \( \hat{f} \) for \( f \). We choose \( \hat{g} \) as \( g \) itself. The surrogate problem becomes:

\[
\min \left\{ \kappa_f \sqrt{w J^\kappa(X)} + (1 - \kappa_f) \sum_{j \in X} f(j) \mid g(X) \geq c \right\}.
\]

While function \( \hat{f}(X) = f^{\text{ea}}(X) \) is not modular, it is a weighted sum of a concave over modular function and a modular function. Fortunately, we can use the result from [Nikolova, 2010], where they show that any function of the form of \( \sqrt{w_1(X) + w_2(X)} \) can be optimized over any polytope \( P \) with an approximation factor of \( \gamma(1 + \epsilon) \) for any \( \epsilon > 0 \), where \( \gamma \) is the approximation factor of optimizing a modular function over \( P \). The complexity of this algorithm is polynomial in \( n \) and \( \frac{1}{\epsilon} \). The main idea of their proof is to reduce the problem of minimizing \( \sqrt{w_1(X) + w_2(X)} \), into \( \log n \) problems of minimizing a modular function over the polytope. We use their algorithm to minimize \( f^{\text{ea}}(X) \) over the submodular set cover constraint and hence we call this algorithm EASSC. Again we have the two variants, \( \text{primal EASSC} \) and \( \text{dual EASSC} \), which essentially use at every iteration the primal and dual forms of set cover.

**Theorem 6.4.** The primal EASSC obtains a guarantee of \( O\left(\frac{\sqrt{n} \log n H_g}{1 + (\sqrt{n} \log n - 1)(1 - \kappa_f)}\right) \), where \( H_g \)
is the approximation guarantee of the set cover problem. Moreover, the dual EASSC obtains a bi-criterion approximation of \(O\left(\frac{\sqrt{n} \log n}{1 + (\sqrt{n} \log n - 1)(1 - \kappa_f)}\right), 1 - e^{-1}\).

**Proof.** The idea of the proof is to use the result from [Nikolova, 2010] where they show that any function of the form \(\lambda_1 \sqrt{m_1(X)} + \lambda_2 m_2(X)\) where \(\lambda_1 \geq 0, \lambda_2 \geq 0\) and \(m_1\) and \(m_2\) are positive modular functions has a FPTAS, provided a modular function can easily be optimized over \(C\). Note that our function is exactly of that form. Hence, \(f^{ea}(X)\) can be approximately optimized over \(C\). It now remains to show that this translates into the approximation guarantee. From Lemma 3.2, we know that the Ellipsoidal Approximation \(f^{ea}\) satisfies 

\[
\gamma(n) = O\left(\frac{\sqrt{n} \log n}{(\sqrt{n} \log n - 1)(1 - \kappa_f) + 1}\right). \tag{6.11}
\]

Then, if \(\hat{X}\) is the \(1 + \epsilon\) approximately optimal solution for minimizing \(f^{ea}\) over \(\{X : g(X) \geq c\}\), we have that:

\[
f(\hat{X}) \leq \gamma(n)f^{ea}(\hat{X}) \leq H_g \gamma(n)(1 + \epsilon)f^{ea}(X^*) \leq H_g \gamma(n)(1 + \epsilon)f(X^*), \tag{6.12}
\]

where \(X^*\) is the optimal solution. We can set \(\epsilon\) to any constant, say 1, and we get the result.

The dual guarantee again follows in a very similar manner thanks to the guarantee for the dual SSC.

If the function \(f\) has \(\kappa_f = 1\), we can use a much simpler algorithm. In particular, since the ellipsoidal approximation is of the form of \(f^{ea}(X) = \sqrt{w_f(X)}\), we can minimize \((f^{ea}(X))^2 = w_f(X)\) at every iteration, giving a surrogate problem of the form

\[
\min\{w_f(X)|g(X) \geq c\}. \tag{6.13}
\]

This is directly an instance of SSC, and in contrast to EASSC, we just need to solve SSC once. We call this algorithm EASSCc. This guarantee is tight up to log factors when \(\kappa_f = 1\).

**Corollary 6.1.** The primal EASSCc obtains an approximation guarantee of \(O(\sqrt{n} \log n \sqrt{H_g})\). Similarly, the dual EASSCc obtains a bicriterion guarantee of \([O(\sqrt{n} \log n), 1 - e^{-1}]\).
Proof. Let $\hat{X}$ be a set such that,

$$w(\hat{X}) \geq H_g \min\{w(X) | g(X) \geq c\}$$  \hspace{1cm} (6.14)

Then denote $a(n) = O(\sqrt{n \log n})$.

$$f(\hat{X}) \leq a(n)\sqrt{w(\hat{X})} \leq \sqrt{H_g} a(n) \sqrt{w(X^*)} \leq \sqrt{H_g} a(n) f(X^*)$$  \hspace{1cm} (6.15)

In the above, $X^* = \arg\min\{f(X) | g(X) \geq c\}$.

The result for the dual variant can also be similarly shown. 

\begin{proof}
\end{proof}

\section{6.6 Approximation Algorithms for SCSK}

In this section, we describe our approximation algorithms for SCSK. We note the dual nature of the algorithms in this current section to those given in §6.5. We first investigate a special case, the submodular knapsack (SK), and then provide three algorithms, two of them (Gr and ISK) being practical with slightly weaker theoretical guarantee, and another one (EASK) which is not scalable but has the tightest guarantee.

\subsection{6.6.1 Submodular Cost Knapsack (SK)}

We start with a special case of SCSK (Problem 5), where $f$ is a modular function and $g$ is a submodular function. In this case, SCSK turns into the SK problem for which the greedy algorithm with partial enumeration provides a $1 - e^{-1}$ approximation [Sviridenko, 2004]. The greedy algorithm can be seen as an instance of Algorithm 13 with $\hat{g}$ being the modular lower bound of $g$ and $\hat{f}$ being $f$, which is already modular. In particular, we then get back the framework of [Iyer et al., 2013b], where the authors show that choosing a permutation based on a greedy ordering, exactly analogous to Eqn. (6.5), provides the bounds. In particular, define:

$$\sigma(i) \in \arg\max \left\{ \frac{g(j|S_{i-1}^\sigma)}{f(j)} \mid j \notin S_{i-1}^\sigma, f(S_{i-1}^\sigma \cup \{j\}) \leq b \right\}, \hspace{1cm} (6.16)$$
where the remaining elements are chosen arbitrarily. A slight catch however is that for the analysis to work, [Sviridenko, 2004] needs to consider \( \binom{n}{3} \) instances of such orderings (partial enumeration), chosen by fixing the first three elements in the permutation [Iyer et al., 2013b]. We can however just choose the simple greedy ordering in one stage, to get a slightly worse approximation factor of \( 1 - e^{-1/2} \) [Iyer et al., 2013b, Lin and Bilmes, 2010, Krause and Guestrin, 2005a]. This simple greedy algorithm is shown in Alg. 20.

**Algorithm 20** Greedy Algorithm for \( \max\{g(X) \mid \sum_{i \in X} f(i) \leq b\} \) [Wolsey, 1982]

Start with \( Y_0 = \emptyset, n \leftarrow 0 \)

repeat

\[
\begin{align*}
    y &= \arg\max_{v \in V \setminus Y_{n}} \frac{g(v|Y_{n})}{f(v)}; \\
    Y_{n+1} &= Y_{n} \cup y; \\
    n &\leftarrow n + 1;
\end{align*}
\]

until \( g(Y_{n}) > B; \)

return \( Y_{n-1} \).

**Lemma 6.3.** Choosing the surrogate function \( \hat{f} \) as \( f \) and \( \hat{g} \) as \( h^{a} \) in Algorithm 13 yields a set \( X^{g}: \)

\[
\max\{ \max_{i} g(i), g(X^{g}) \} \geq 1/2(1 - 1/e)g(X^{*}). \tag{6.17}
\]

Let \( \sigma^{ijk} \) be a permutation with \( i, j, k \) in the first three positions, and the remaining arrangement greedy. Running \( O(n^{3}) \) restarts of one iteration of Algorithm 13 yields sets \( X_{ijk} \) with

\[
\max_{i,j,k \in V} f(X_{ijk}) \geq (1 - 1/e)f(X^{*}). \tag{6.18}
\]

6.6.2 Greedy (Gr) Algorithms

In this section, we extend the greedy algorithm to the general SCSK problem, with submodular \( f \) and \( g \). Here we consider two variants of the greedy algorithm. The first variant, proceeds at every iteration \( i \), by choosing an element \( j \notin S_{i-1} : f(S_{i-1}^{\sigma} \cup \{j\}) \leq b \) which maximizes
In terms of Algorithm 13, this is analogous to choosing a permutation, \( \sigma \) such that:

\[
\sigma(i) \in \operatorname{argmax}\{ g(j|S_{i-1}^\sigma) | j \notin S_{i-1}^\sigma, f(S_{i-1}^\sigma \cup \{j\}) \leq b \}. \tag{6.19}
\]

This algorithm is agnostic to the cost, and hence we call it the cost-agnostic greedy algorithm.

**Algorithm 21** Cost Agnostic Greedy Algorithm for \( \max\{g(X) \mid f(X) \leq b\} \)

1. Start with \( Y_0 = \emptyset, n \leftarrow 0 \)
2. repeat
   1. \( y = \operatorname{argmax}_{v \in V \setminus Y_n} g(v|Y_n); \)
   2. \( Y_{n+1} = Y_n \cup y; \)
   3. \( n \leftarrow n + 1; \)
3. until \( g(Y_n) > B; \)
4. return \( Y_{n-1}. \)

**Theorem 6.5.** The cost agnostic greedy algorithm for SCSK obtains an approx. factor of

\[
\frac{1}{n^2} \left( 1 - \left( \frac{K_f - k_f}{K_f} \right) \right) \geq \frac{1}{K_f}, \text{ where } K_f = \max\{|X| : f(X) \leq b\} \text{ and } k_f = \min\{|X| : f(X) \leq b \text{ & } \forall j \in X, f(X \cup j) > b\}.
\]

**Proof.** The proof of this result follows directly from [Conforti and Cornuejols, 1984, Iyer et al., 2013b]. In particular, it holds for any down monotone constraint. It is easy to see that the constraint \( \{f(X) \leq b\} \) is down-monotone when \( f \) is a monotone submodular function. \( \square \)

In the worst case, \( k_f = 1 \) and \( K_f = n \), in which case the guarantee is \( 1/n \). The bound above follows from a simple observation that the constraint \( \{f(X) \leq b\} \) is down-monotone for a monotone function \( f \). Note that, in this variant, we do not use any specific information about the cost function \( f \), and hence, we call this the cost agnostic greedy algorithm. Moreover, the bound above holds for maximizing a submodular function \( g \) over any down monotone constraint [Conforti and Cornuejols, 1984].
The second variant of the greedy algorithm proceeds by considering both $f$ and $g$. In particular, at every round, we choose an item $j \notin S_{i-1} : f(S_{i-1}^\sigma \cup \{j\}) \leq b$ which maximizes $\frac{g(j|S_{i-1}^\sigma)}{f(j|S_{i-1})}$. In terms of Algorithm 13, this is analogous to choosing a permutation, $\sigma$ such that:

$$\sigma(i) \in \text{argmax}\{\frac{g(j|S_{i-1}^\sigma)}{f(j|S_{i-1})} | j \notin S_{i-1}^\sigma, f(S_{i-1}^\sigma \cup \{j\}) \leq b\}. \quad (6.20)$$

Since this variant of the greedy algorithm is sensitive to the cost function $f$, we call it the cost sensitive greedy algorithm. This variant is shown in Algorithm 22.

**Algorithm 22** Cost Sensitive Greedy Algorithm for $\max\{g(X) \mid f(X) \leq b\}$

Start with $Y_0 = \emptyset, n \leftarrow 0$

repeat
  
  $y = \text{argmax}_{v \in V \setminus Y_n} \frac{g(v|Y_n)}{f(v|Y_n)}$;
  
  $Y_{n+1} = Y_n \cup y$;
  
  $n \leftarrow n + 1$;

until $g(Y_n) > B$;

return $Y_{n-1}$.

**Theorem 6.6.** The cost sensitive greedy algorithm provides a worst case guarantee of $1 - e^{-\frac{(1-e^{-f(S^*)}/g(S^G))}{B}}$, where $S^G$ is the greedy solution and $S^*$ is the optimal solution.

**Proof.** Denote $S_1, S_2, \cdots S_k$ as the chain of sets obtained by the greedy algorithm. Then $S^G = S_k$ is the solution from the greedy algorithm. For $i = 1, 2, \cdots, k$, we have that,

$$g(S^*) \leq g(S_{i-1}) + \sum_{j \in S^* \setminus S_{i-1}} g(j|S_{i-1}) \quad (6.21)$$

$$\leq f(S_{i-1}) + \sum_{j \in S^* \setminus S_{i-1}} \frac{g(s_i|S_{i-1})}{f(s_i|S_{i-1})} f(j|S_{i-1}) \quad (6.22)$$

where the last inequality follows from the fact that $\frac{g(j|S_{i-1})}{f(j|S_{i-1})} \leq \frac{g(s_i|S_{i-1})}{f(s_i|S_{i-1})}$, from the cost sensitive
greedy algorithm. From the definition of the curvature, it follows that,

\[
\sum_{j \in S^* \setminus S_{i-1}} f(j | S_{i-1}) \leq \sum_{j \in S^*} f(j) \leq \frac{1}{1 - \hat{\kappa}_f(S^*)} \sum_{j \in S^*} f(j | S^* \setminus j)
\]  \quad (6.23)

The above holds following the definition of the curvature. Hence, we have that,

\[
g(S^*) - g(S_{i-1}) \leq f(S_{i-1}) + \frac{g(s_i | S_{i-1})}{f(s_i | S_{i-1})} \frac{1}{(1 - \hat{\kappa}_f(S^*))} \sum_{j \in S^*} f(j | S^* \setminus j)
\]  \quad (6.25)

where the last inequality follows since \( f(S^*) \geq \sum_{j \in S^*} f(j | S^* \setminus j) \). Moreover, since \( f(S^*) \leq B \), we have that,

\[
g(S^*) - g(S_{i-1}) \leq \frac{g(s_i | S_{i-1})}{f(s_i | S_{i-1})} \frac{1}{(1 - \hat{\kappa}_f(S^*))} g(S^*)
\]  \quad (6.26)

Denote \( \theta_i = g(S^*) - g(S_i) \). Also, denote \( \beta_i = f(S_i) - f(S_{i-1}) \). We then obtain the following recursion,

\[
\theta_{i-1} \leq \frac{\theta_{i-1} - \theta_i}{\beta_i} \frac{1}{(1 - \hat{\kappa}_f(S^*))} B
\]  \quad (6.28)

which implies that,

\[
\theta_i \leq \theta_{i-1} (1 - \frac{(1 - \hat{\kappa}_f(S^*)) \beta_i}{B})
\]  \quad (6.29)

Solving this inequality, yields,

\[
f(S^*) - f(S_i) \leq \prod_{i=1}^{k} (1 - \frac{(1 - \hat{\kappa}_f(S^*)) \beta_i}{B}) f(S^*)
\]  \quad (6.30)

Finally, using \( 1 - x \leq e^{-x} \) and the fact that \( \sum_i \beta_i = f(S_i) \), we obtain \( f(S_i) \geq (1 - e^{-\frac{f(S^*)}{B \hat{\kappa}_f(S^*)}}) \).

The above result depends on the curvature \( \kappa_f \) of \( f \) at the optimal set \( S^* \). If \( f \) is modular, (i.e \( \hat{\kappa}_f(S^*) = 0 \)), we obtain a worst case guarantee of \( (1 - e^{-\frac{f(S^*)}{B \hat{\kappa}_f(S^*)}}) \). When \( \hat{\kappa}_f(S^*) = 0 \), this is
unbounded. However, combining the cost sensitive greedy and the cost agnostic version (by taking the best solution of both), we can obtain bounded approximation guarantees. While the cost agnostic greedy has bounded worst case guarantee, the cost sensitive greedy performs much better on real world applications. One reason for this is that the submodular function \( f \) may not have a worst case curvature for several of the classes of submodular function used in applications.

### 6.6.3 Iterated Submodular Cost Knapsack (ISK)

Here, we choose \( \hat{f}_t(X) \) as a modular upper bound of \( f \), tight at \( X^t \). Let \( \hat{g}_t = g \). Then at every iteration, we solve:

\[
\max \{ g(X) | m_{X^t}^f(X) \leq b \},
\]

which is a submodular maximization problem subject to a knapsack constraint (SK). As mentioned above, greedy can solve this nearly optimally. We start with \( X^0 = \emptyset \), choose \( \hat{f}_0(X) = \sum_{j \in X} f(j) \) and then iteratively continue this process until convergence (note that this is an ascent algorithm). This scheme is shown in Algorithm 23.

**Algorithm 23** Iterated Submodular Knapsack Algorithm for SCSK (Problem 5)

Start with an arbitrary \( X^0 \).

while until convergence \( (X^{i-1} = X^i) \) do

- Pick a supergradient and modular upper bound \( m_{X^t}^f \) at \( X^t \)
- \( X^{t+1} := \arg\max \{ g(X) \mid m_{X^t}^f(X) \leq b \} \)
- \( t \leftarrow t + 1 \)

We have the following theoretical guarantee:

**Theorem 6.7.** Algorithm ISK obtains a set \( X^t \) such that \( g(X^t) \geq (1 - e^{-1})g(\bar{X}) \), where \( \bar{X} \) is the optimal solution of \( \max \{ g(X) \mid f(X) \leq b(1 + (K_f - 1)(1 - \kappa_f)) \} \) and where \( K_f = \max \{|X| : f(X) \leq b\} \).
Proof. We are given that $\tilde{X}$ is the optimal solution to the problem:

$$\max \left\{ g(X) \mid f(X) \leq \frac{b(1 + (K_f - 1)(1 - \kappa_f))}{K_f} \right\} \quad (6.32)$$

$\tilde{X}$ is also a feasible solution to the problem:

$$\max \left\{ g(X) \mid \sum_{j \in X} f(j) \leq b \right\} \quad (6.33)$$

The reason for this is that:

$$\sum_{j \in X} f(j) \leq \frac{K_f}{1 + (K_f - 1)(1 - \kappa_f)} f(X) \leq \frac{K_f}{1 + (K_f - 1)(1 - \kappa_f)} \frac{b(1 + (K_f - 1)(1 - \kappa_f))}{K_f} \leq b$$

Now, at the first iteration we are guaranteed to find a set $X^1$ such that $g(X^1) \geq (1 - 1/e)g(\tilde{X})$. The further iterations will only improve the objective since this is a ascent algorithm. \qed

It is worth pointing out that the above bound holds even after the first iteration of the algorithm. It is interesting to note the similarity between this approach and the iterated submodular set cover ISSC. Notice that the bound above is a form of a bicriterion approximation factor of type-II. In particular, we obtain a feasible solution at the end of the algorithm. We can obtain a type-I bicriterion approximation bound, by running this for a larger budget constraint. In particular, we run the above algorithm with a budget constraint of $\frac{bK_f}{1 + (K_f - 1)(1 - \kappa_f)}$ instead of $b$. The following guarantee then follows.

**Lemma 6.4.** The ISK algorithm of type-I is guaranteed to obtain a set $X$ which has a bicriterion approximation factor of $[1 - e^{-1}, \frac{K_f}{1 + (K_f - 1)(1 - \kappa_f)}]$, where $K_f = \max\{|X| : f(X) \leq b\}$.

**Proof.** This result directly follows from the Lemma above, and the transformation from a type-II approximation algorithm to a type-I one. \qed

### 6.6.4 Ellipsoidal Approximation based Submodular Cost Knapsack (EASK)

Choosing the Ellipsoidal Approximation $f^{ea}$ of $f$ as a surrogate function, we obtain a simpler problem:

$$\max \left\{ g(X) \mid \kappa_f \sqrt{w^{Ic}(X)} + (1 - \kappa_f) \sum_{j \in X} f(j) \leq b \right\} \quad (6.34)$$
In order to solve this problem, we look at its dual problem (i.e., Eqn. (6.10)) and use Algorithm 14 to convert the guarantees. Recall that Eqn. (6.10) itself admits two variants of the ellipsoidal approximation, which we had referred to as the primal EASSC and the dual EASSC. Hence, we call the combined algorithms, primal and dual EASK, which admit the following guarantees:

Lemma 6.5. The primal EASK obtains a guarantee of $\left[1 + \epsilon, O\left(\frac{\sqrt{n} \log n H_n}{1 + (\sqrt{n} \log n - 1)(1 - \kappa_f)}\right)\right]$. Similarly, the dual EASK obtains a guarantee of $\left[(1 + \epsilon)(1 - 1/e), O\left(\frac{\sqrt{n} \log n}{1 + (\sqrt{n} \log n - 1)(1 - \kappa_f)}\right)\right]$. 

Proof. This Lemma directly follows from Theorem 6.1 and Theorem 6.4. \hfill \Box

These factors are akin to those of Theorem 6.4, except for the additional factor of $1 + \epsilon$. Unlike the greedy algorithm, ISSC and ISK, note that both EASK and EASSC are enormously costly and complicated algorithms. Hence, it also seems at first thought that EASK would need to run multiple versions of EASSC at each conversion round of Algorithm 14. Fortunately, however, we need to compute the Ellipsoidal Approximation just once and the algorithm can reuse it for different values of $c$. Furthermore, since construction of the approximation is often the bottleneck, this scheme is likely to be as costly as EASSC in practice.

In the case when the submodular function has a curvature $\kappa_f = 1$, we can actually provide a simpler algorithm without needing to use the conversion algorithm (Algorithm 14). In this case, we can directly choose the ellipsoidal approximation of $f$ as $\sqrt{w^f(X)}$ and solve the surrogate problem:

$$\max\{g(X) : w^f(X) \leq b^2\}. \quad (6.35)$$

This surrogate problem is a submodular cost knapsack problem, which we can solve using the greedy algorithm. We call this algorithm EASKc. This guarantee is tight up to log factors if $\kappa_f = 1$.

Corollary 6.2. Algorithm EASKc obtains a bi-criterion guarantee of $[1 - e^{-1}, O(\sqrt{n} \log n)]$. 
Proof. Let $\hat{X}$ be the approximate optimizer of Eqn. (6.35). First we show that $g(\hat{X}) \geq (1 - 1/e)g(X^*)$ where $X^*$ is the optimizer of problem 5. Also notice that $f(X^*) \leq b$ since it feasible. Also, $\sqrt{w^T(X^*)} \leq f(X^*) \leq b$ and hence $X^*$ is feasible in Eqn. (6.35). Hence it holds that $g(\hat{X}) \geq (1 - 1/e)g(X^*)$.

We now show that $f(\hat{X}) \leq b\sqrt{n} \log n$. Notice that,

$$f(\hat{X}) \leq \sqrt{n} \log n \sqrt{w^T(\hat{X})} \leq b\sqrt{n} \log n$$ (6.36)

6.7 Extensions beyond SCSC and SCSK

SCSC is in fact more general and can be extended to more flexible and complicated constraints which can arise naturally in many applications [Krause et al., 2008a, Guillory and Bilmes, 2011]. Notice first that

$$\{g(X) \geq c\} \Leftrightarrow \{g'(X) = g'(V)\}$$ (6.37)

where $g'(X) = \min\{g(X), c\}$. We can also have “and” constraints as $g_1(X) = g_1(V)$ and $g_2(X) = g_2(V)$. These have a simple equivalence:

$$\{g_1(X) = g_1(V) \land g_2(X) = g_2(V)\} \Leftrightarrow \{g(X) = g(V)\}$$ (6.38)

when $g(X) = g_1(X) + g_2(X)$ [Krause et al., 2008a]. Moreover, we can also handle $k$ ‘and’ constraints, by defining $g(X) = \sum_{i=1}^{k} g_i(X)$.

Similarly we can have “or” constraints, i.e., $g_1(X) = g_1(V)$ or $g_2(X) = g_2(V)$. These also have a nice equivalence:

$$\{g_1(X) = g_1(V) \lor g_2(X) = g_2(V)\} \Leftrightarrow \{g(X) = g(V)\}$$ (6.39)

by defining $g(X) = g_1(X)g_2(V) + g_2(X)g_1(V) - g_1(X)g_2(X)$ [Guillory and Bilmes, 2011]. We can also extend these recursively to multiple ‘or’ constraints. Hence our algorithms can directly solve all these variants of SCSC.
SCSK can also be extended to handle more complicated forms of functions $g$. In particular, consider the function

$$g(X) = \min \{g_1(X), g_2(X), \ldots, g_k(X)\} \quad (6.40)$$

where the functions $g_1, g_2, \ldots, g_k$ are submodular. Although $g(X)$ in this case is not submodular, this scenario occurs naturally in many applications, particularly sensor placement [Krause et al., 2008a]. The problem in [Krause et al., 2008a] is in fact a special case of Problem 5, using a modular function $f$. Often, however, the budget functions involve a cooperative cost, in which case $f$ is submodular. Using Algorithm 14, however, we can easily solve this by iteratively solving the dual problem. Notice that the dual problem is in the form of Problem 4 with a non-submodular constraint $g(X) \geq c$. It is easy to see that this is equivalent to the constraint $g_i(X) \geq c, \forall i = 1, 2, \ldots, k$, which can be solved thanks to the techniques above.

We can also handle multiple constraints in SCSK. In particular, consider multiple ‘and’ constraints $\{f_i(X) \leq b_i, i = 1, 2, \ldots, k\}$, for monotone submodular functions $f_i$ and $g$. A first observation is that the greedy algorithm can almost directly extended to these cases, since we do not use any specific property of the constraints, while providing the approximation guarantees. Hence Theorem 6.5 can directly be extended to this case. We can also provide bi-criterion approximation guarantees with ‘and’ constraints. The approximate feasibility for a $[\beta, \alpha]$ bi-criterion approximation in this setting would be to have a set $X$ such that $f_i(X) \leq \alpha b_i$. Algorithm ISK can easily then be used in this scenario, and at every iteration we would solve a monotone submodular maximization problem subject to multiple linear (or knapsack constraints). Surprisingly this problem also has a constant factor $(1 - 1/e)$ approximation guarantee [Kulik et al., 2009]. Hence we can retain the same approximation guarantees as in Theorem 6.7. We can also use algorithm EASKc, and obtain a curvature-independent approximation bound for this problem. The reason for this is the Ellipsoidal Approximation is of the form $\sqrt{w_j(X)}$, for each $i$ and squaring it will lead to knapsack constraints. If we add the curvature terms (i.e., try to implement EASK in this setting), we obtain a much more complicated class of constraints, which we do not currently know how to
We can also extend SCSC and SCSK to non-monotone submodular functions. In particular, recall that the submodular knapsack has constant factor approximation guarantees even when $g$ is non-monotone submodular [Feige et al., 2011a]. Hence, we can obtain bi-criterion approximation guarantees for the Submodular Set Cover (SSC) problem, by solving the Submodular Knapsack (SK) problem multiple times. We can similarly do SCSC and SCSK when $f$ is monotone submodular and $g$ is non-monotone submodular, by extending ISSC, EASSC, ISK and EASK (note that in all these cases, we need to solve a submodular set cover or submodular knapsack problem with a non-monotone $g$). These algorithms, however, do not extend if $f$ is non-monotone, and we do not currently know how to implement these.

### 6.8 Hardness of SCSC and SCSK

In this section, we provide the hardness for Problems 4 and 5. The lower bounds serve to show that the approximation factors above are almost tight.

**Theorem 6.8.** For any $\kappa > 0$, there exists submodular functions with curvature $\kappa$ such that no polynomial time algorithm for Problems 4 and 5 achieves a bi-criterion factor better than $\frac{\alpha}{\beta} = \frac{n^{1/2-\epsilon}}{1+(n^{1/2-\epsilon}-1)(1-\kappa)}$ for any $\epsilon > 0$.

**Proof.** We prove this result using the hardness construction from [Goemans et al., 2009, Svitkina and Fleischer, 2008]. The main idea of their proof technique is to construct two submodular functions $f(X)$ and $f_R(X)$ that with high probability are indistinguishable. Thus, also with high probability, no algorithm can distinguish between the two functions and the gap in their values provides a lower bound on the approximation. We shall see that this lower bound in fact matches the approximation factors up to log factors and hence this is the hardness of the problem.

Define two monotone submodular functions $f(X) = \kappa f \min\{|X|, \eta\} + (1 - \kappa f)|X|$ and $f_R(X) = \kappa f \min\{\gamma + |X \cap \hat{R}|, |X|, \eta\} + (1 - \kappa f)|X|$, where $R \subseteq V$ is a random set of cardinality $\eta$. Let $\eta$ and $\gamma$ be an integer such that $\eta = x\sqrt{n}/5$ and $\gamma = x^2/5$ for an $x^2 = \omega(\log n)$. Both
f and \( f_R \) have curvature \( \kappa_f \). We also assume a very simple function \( g(X) = |X| \). Given an arbitrary \( \epsilon > 0 \), set \( x^2 = n^{2\epsilon} = \omega(\log n) \). Then the ratio between \( f_R^{\kappa_R}(R) \) and \( g^{\kappa_f}(R) \) is \( \frac{n^{1/2-\epsilon}}{1 + (n^{1/2-\epsilon} - 1)(1 - \kappa_f)} \). A Chernoff bound analysis very similar to [Svitkina and Fleischer, 2008] reveals that any algorithm that uses a polynomial number of queries can distinguish \( h^\epsilon \) and \( f_R^{\kappa} \) with probability only \( n^{-\omega(1)} \), and therefore cannot reliably distinguish the functions with a polynomial number of queries.

We first prove the first part of this theorem (i.e., for SCSC). In this case, we consider the problem

\[
\min \{ h(X) | |X| \geq \eta \} \tag{6.41}
\]

with \( h \) chosen as \( f \) and \( f_R \) respectively. It is easy to see that \( R \) is the optimal set in both cases. However the ratio between the two is

\[
\gamma(n) = \frac{n^{1/2-\epsilon}}{1 + (n^{1/2-\epsilon} - 1)(1 - \kappa_f)} \tag{6.42}
\]

Now suppose there exists an algorithm which is guaranteed to obtain an approximation factor better than \( \gamma(n) \). Then by running this algorithm, we are guaranteed to find different answers for Eqn (6.41) above. This must imply that this algorithm can distinguish between \( f_R \) and \( g \) which is a contradiction. Hence no algorithm for Problem 4 can obtain an approximation guarantee \( \frac{n^{1/2-\epsilon}}{1 + (n^{1/2-\epsilon} - 1)(1 - \kappa_f)} \).

In order to extend the result to the bi-criterion case, we need to show that no bi-criterion approximation algorithm can obtain a factor better than \( \frac{\alpha}{\beta} = \gamma(n) \). Assume there exists a bi-criterion algorithm with a factor \([\alpha, \beta] \) such that:

\[
\frac{\alpha}{\beta} \leq \gamma(n) = \frac{n^{1/2-\epsilon}}{1 + (n^{1/2-\epsilon} - 1)(1 - \kappa_f)} \tag{6.43}
\]

Then, we are guaranteed to obtain a set \( S \) in equation (6.41) such that \( h(S) \leq \alpha \text{OPT} \) and \( |S| \geq \beta \eta \), where \( \alpha \geq 1 \) and \( \beta \leq 1 \). Now we run this algorithm with \( h = f \) and \( h = f_R \) respectively. With \( h = f \), it is easy to see that the algorithm obtains a set \( S_1 \) such that \( f(S_1) \leq \alpha \eta \) and \( |S_1| \geq \beta \eta \). Similarly, with \( h = f_R \), the algorithm finds a set \( S_2 \) such that \( f(S_2) \leq \alpha (\kappa \gamma + (1 - \kappa) \eta) \) and \( |S_2| \geq \beta \eta \). Since \( f_R \) and \( f \) are indistinguishable, \( S_1 = S_2 = S \).
We first assume that $|S| < \eta$. Then $f(S) = |S| \geq \beta \eta$. We then have that,

$$f_R(S) \leq \alpha (\kappa \gamma + (1 - \kappa) \eta$$

(6.44)

$$\leq \alpha n^{2\kappa}(1 + (n^{1/2-\epsilon} - 1)(1 - \kappa_f)$$

(6.45)

$$< \beta \gamma(n) n^{2\kappa}(1 + (n^{1/2-\epsilon} - 1)(1 - \kappa_f)$$

(6.46)

$$< \beta n^{1/2+\epsilon}$$

(6.47)

$$< \beta \eta$$

(6.48)

This implies that the algorithm can distinguish between $f_R$ and $f$ which is a contradiction. Now consider the second case when $|S| \geq \eta$. In this case, $f(S) = \eta$. Again the chain of inequalities above shows that $f_R(S) < \beta \eta < \eta$ since $\beta \leq 1$. This again implies that the algorithm can distinguish between $f_R$ and $f$ which is a contradiction. Hence no bi-criterion approximation algorithm can obtain a factor better than $\gamma(n)$.

To show the second part (for SCSK), we can simply invoke Theorem 6.1 and argue that any $[\beta, \alpha]$ bi-criterion approximation algorithm for Problem 5 with

$$\frac{\alpha}{\beta} < \frac{\gamma(n)}{1 + \epsilon}$$

(6.49)

can be used in algorithm 3, to provide a $[\alpha, \beta]$ bi-criterion algorithm with $\frac{\alpha}{\beta} < \gamma(n)$. This contradicts the first part above and hence the same hardness applies to Problem 5 as well.

The above result shows that EASSC and EASK meet the bounds above to log factors. We see an interesting curvature-dependent influence on the hardness. We also see from our approximation guarantees also that the curvature of $f$ plays a more influential role than the curvature of $g$ on the approximation quality. In particular, as soon as $f$ becomes modular, the problem becomes easy, even when $g$ is submodular. This is not surprising since the submodular set cover problem and the submodular cost knapsack problem both have constant factor guarantees. In particular, we know from the results from Chapter 4, that we can obtain constant factor approximation bounds when $f$ is modular (depending on the curvature of $g$). We summarize the results in Table 6.2.
6.9 Experiments

In this section, we compare the performance of the various algorithms proposed in this chapter on two real world problems, namely speech data subset selection, and sensor placement.

6.9.1 Limited Complexity Speech Data Subset Selection

Here we consider the speech data subset selection application [Lin and Bilmes, 2009, 2011a, Jegelka et al., 2011, Wei et al., 2014b] with the submodular function $f$ encouraging limited complexity while $g$ tries to achieve acoustic variability (or coverage).

In this scenario, we test two different functions $f$ (one being submodular, and another modular). As a modular function, we define $f_1(X) = |X|$, which represents the simplest notion of complexity of the corpus, viz. the number of utterances. We also define a submodular complexity parameter, as the size of the vocabulary induced by the set of utterances. This function is of the form $f_2(X) = |\Gamma(X)|$, where $\Gamma(X)$ is the neighborhood function on a bipartite graph constructed between the utterances and the words [Lin and Bilmes, 2011a].

For the coverage function $g$, we use two types of coverage functions. One is a facility location function

$$g_1(X) = \sum_{i \in V} \max_{j \in X} s_{ij}$$  \hspace{1cm} (6.50)

while the other one is a saturated sum function

$$g_2(X) = \sum_{i \in V} \min \{ \sum_{j \in X} s_{ij}, \eta \sum_{j \in V} s_{ij} \}.$$  \hspace{1cm} (6.51)

Both these functions are defined in terms of a similarity matrix $S = \{ s_{ij} \}_{i,j \in V}$, using the string kernel metric [Rousu and Shawe-Taylor, 2006] for similarity.

Submodular Coverage and Modular Complexity: In this setting, we choose the modular complexity function $f(X) = |X|$ (i.e the size of the corpus), and the submodular coverage function as the Facility Location function and the Saturated Coverage function.
We compare the greedy algorithm for the submodular coverage and submodular knapsack. This problem then becomes a simple speech data subset selection problem [Wei et al., 2014b]. Perhaps unsurprisingly, both algorithms perform comparable, and are much better than a random subset baseline (which just randomly selects items of different sizes) – the results are shown in the top panel of Figure 6.3.

**Submodular Coverage and Submodular Complexity**  We next consider the $g$ being a submodular coverage function $g_1$ and $g_2$, and $f$ being the submodular complexity function $f_2$. This problem then becomes a limited vocabulary speech corpus selection with acoustic diversity [Lin and Bilmes, 2011a, Jegelka et al., 2011]. We compare all our different algorithms, (ISSC, ISK, EASSC, EASSK and Gr (S and Ag)) for this setting. Again, we vary the coverage and budget parameters in these algorithms through the range of values of $f$ and $g$. Furthermore, in our experiments, we observe that the neighborhood function $f$ has a curvature $\kappa_f = 1$. Thus, it suffices to use the simpler versions of algorithm EA (i.e., algorithm EASSC and EASKc). The results are shown in the bottom panel of Figure 6.3. Since EA is computationally very expensive, we restrict ourselves to $n = 50$ utterances. We observe for this problem, that EASSC, ISSC, ISK and Gr-S perform comparably. This implies, moreover, that the iterative variants, viz. Gr, ISSC and ISK, perform comparably to the more complicated EA-based ones, although EASSC and EASK have better theoretical guarantees. Finally, as expected, the cost agnostic greedy (Gr-Ag) performs much worse than these algorithms, and in fact, is comparable to a simple baseline of choosing random subsets.

### 6.9.2 Sensor Placement

We next consider an application of sensor placement. The problem here is to maximize the sensor coverage $g$, while simultaneously minimizing the cost of the sensors $f$. A number of natural models for sensor coverage are are submodular[Krause and Guestrin, 2009, Krause et al., 2008b]. We consider three different submodular functions as models for sensor coverage. The first one is the symmetric mutual information function, $g_1(A) = I(\mathcal{X}_A; \mathcal{X}_{V \setminus A})$, where $A$
refers to the set of sensors chosen from $\mathcal{X}$ [Krause and Guestrin, 2009, Krause et al., 2008b]. While this function is not monotone, it can be shown to be approximately monotone as long as the number of sensors is not too large [Krause et al., 2008b]. The second model $g_2$, is the average variance reduction function [Krause et al., 2008a], which is monotone submodular. Finally, we consider the information gain function $g_3(A) = I(\mathcal{X}_A; \mathcal{X}_U)$, where $U$ are the set of target variables of interest [Krause et al., 2008b, Krause and Guestrin, 2005b]. While this function is not submodular in general, it can be shown to be submodular under certain assumptions (c.f. Chapter 7 in [Krause, 2008]). In particular, we assume that the the measurements from $A$ are noisy versions of the true measurements, with a noise parameter, and they are conditionally independent given the true values [Krause, 2008]. Furthermore, all the above information theoretic quantities are defined on multivariate Gaussians.

We consider two models of cost functions $f$. One is a simple additive model $f(X) = w(X)$, where the cost of the set of sensors is the sum of the individual costs. Often however, the costs are not additive in practice, and a very natural model to consider is a submodular function [Krause et al., 2008b]:

$$f(X) = \sum_{i=1}^{k} \psi_i(c(X \cap S_i))$$

(6.52)

where $\psi_i$’s are concave, $c(j)$ is the cost of sensor $j$ and $S_1, \cdots, S_k$ are groups of similar sensors. The motivation here is that there is typically a discount when purchasing sensors in bulk (economies of scale). Moreover, there may be a diminished cost for placing a sensor in a particular location given placement in certain other locations (e.g., the additional equipment needed to install a sensor in, say, a precarious environment could be re-used for multiple sensor installations in similar environments). We consider real world data of placing sensors to predict the pH values from the lake of Merced [Krause and Guestrin, 2009].

**Submodular Coverage with Additive Costs:** In this section, we consider the problem of maximizing the coverage functions $g_1, g_2$ and $g_3$, while minimizing an additive cost function. Again, we compare the greedy algorithm for submodular knapsack and submodular set cover,
and observe that both algorithms perform comparably, and much better than the random subset baseline. The results are shown in Figure 6.4.

**Submodular Coverage with Submodular Costs:** Finally, we compare our algorithms in the case when we have submodular coverage and submodular cost functions. Again, we vary the coverage and budget parameters in these algorithms through the range of values of $f$ and $g$. The results are shown in the bottom panel of Figure 6.4. Similar to the speech data subset selection application, we observe, that EASSC, ISSC, ISK and Gr-S perform comparably, even though the iterative algorithms ISK, ISSC and Gr-S are much more practical computationally. Moreover, we also see that these three algorithms generally perform much better than the random subset baseline, and often, better than the cost agnostic greedy algorithm.

6.9.3 **Discussion on Running times**

We investigated the algorithms proposed in this chapter, on two real world experiments. The Ellipsoidal Approximation based techniques (EASSC and EASK), though the tightest algorithms theoretically, are much more computationally expensive compared to the iterative procedures (ISSC, ISK and Gr). For example, computing the Ellipsoidal Approximation (which is the most computationally expensive part) for the Bipartite Neighborhood function with $|V| = 50$ takes about 5 hours while all the iterative variants (i.e., Gr, ISSC and ISK) take less than a second. This difference is much more prominent on larger instances (for example $|V| = 100$). The results above demonstrate that empirically, however, the iterative algorithms perform comparably to the Ellipsoidal Approximation.

6.10 **Discussion**

In this chapter, we propose a unifying framework for Problems 4 and 5 based on suitable surrogate functions. We provide a number of iterative algorithms which are very practical and scalable (like Gr, ISK and ISSC), and also algorithms like EASSC and EASK, which though more intensive, obtain tight approximation bounds. Finally, we empirically compare
our algorithms, and show that the iterative algorithms compete empirically with the more complicated and theoretically better approximation algorithms.

To our knowledge, this chapter provides the first general framework of approximation algorithms for Problems 4 and 5 for monotone submodular functions $f$ and $g$. A number of papers, however, investigate related problems and approaches. For example, [Fujishige, 2005] investigates an exact algorithm for solving problem 4, with equality instead of inequality. However, since problem 4 subsumes the problem of minimizing a monotone submodular function subject to a cardinality equality constraint, and is hence NP hard [Nagano et al., 2011]. Hence this algorithm in the worst case, must be exponential. Furthermore, a similar problem was considered in [Krause et al., 2006] with one specific instance of a function $f$, which is not submodular. They also use, a considerably different algorithm. Also, an algorithm equivalent to the first iteration of ISSC was proposed in [Wan et al., 2010, Du et al., 2011] and ISSC not only generalizes this, but we also provide a more explicit approximation guarantee (we provide an elaborate discussion on this in the section describing ISSC). We also point out that, a special case of SCSK was considered in [Lin, 2012], with $f$ being submodular, and $g$ modular (we called this the submodular span problem). The authors there use an algorithm very similar to Algorithm 14, to convert this problem into an instance of minimizing a submodular function subject to a knapsack constraint, for which they use the algorithm of [Svitkina and Fleischer, 2008]. Unfortunately, the algorithm of [Svitkina and Fleischer, 2008] does not scale very well. Our algorithms for this problem, on the other hand, would continue to scale very well in practice.

A number of papers build upon the work we propose in this thesis. For example, [Kusner, 2014] consider versions of SCSC and SCSK with $f$ being adaptive submodular, and show approximation guarantees based on the curvature of $f$ and $g$. Similarly, [Iyer and Bilmes, 2014] propose an algorithm for SCSC and SCSK, with $f$ being low rank sums of concave over modular functions. [Xiong et al., 2014] propose an algorithm for mobile crowdsensing, which involves a special case of Problem 5. They use SCSK, and observe that the algorithm converges pretty quickly, and works well empirically. Similarly, Satpathi et al. [2015] investigate connections
between SCSK and the sparse group cover problem, and propose an algorithm very similar to the cost-sensitive greedy algorithm proposed here. Finally, Liu et al. [2015] investigate the problem of limited vocabulary speech corpus selection (similar to the ones we consider in the experimental section), and use SCSC and SCSK for corpus selection on real world speech corpora like Switchboard and Fisher. They also demonstrate how SCSK scales to the large scale Fisher dataset, which contains about a million utterances.

We would also like to contrast the results from this chapter, to those we show for Problem 3. While the algorithms proposed in Chapter 5 are scalable and practical, and moreover strikingly similar to the algorithms we propose here, the problem itself is very hard. Moreover, these algorithms are not comparable to ours, since we directly model the hard constraints and our bi-criteria results give worst-case bounds on the deviation from the constraints and the optimal solution. This is often important, since there are hard constraints in many practical applications (in the form of power constraints, or budget constraints). Casting it as Problem 3, however, no longer has guarantees on the deviation from the constraints.
<table>
<thead>
<tr>
<th>Problem</th>
<th>Algorithm</th>
<th>Approx. factor*</th>
<th>Bi-Criterion factor#</th>
<th>Hardness*</th>
<th>(Bi-Criterion $\alpha/\beta$)#</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSC</td>
<td>Primal Greedy</td>
<td>$H(\max_j f(j))$*</td>
<td>$(1 + \epsilon, 1 - \frac{1}{e})$#</td>
<td>log $n$*</td>
<td>$1 - 1/e$#</td>
</tr>
<tr>
<td></td>
<td>Dual Greedy</td>
<td>$(\frac{nH_g}{1+(n-1)(1-\kappa_f(S^<em>))})^</em>$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCSC</td>
<td>Primal ISSC</td>
<td>$\Omega\left(\frac{\sqrt{n} \log n H_g}{1+(\sqrt{n} \log n-1)(1-\kappa_f)}\right)^*$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dual ISSC</td>
<td>$[O\left(\frac{\sqrt{n} \log n}{1+(\sqrt{n} \log n-1)(1-\kappa_f)}\right), 1 - 1/e]$#</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Primal EASSC</td>
<td>$O\left(\frac{\sqrt{n} \log n}{1+(\sqrt{n} \log n-1)(1-\kappa_f)}\right)^*$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dual EASSC</td>
<td>$O\left(\frac{\sqrt{n} \log n \sqrt{H_g}}{1+(\sqrt{n} \log n-1)(1-\kappa_f)}\right)$*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Primal EASSCc</td>
<td>$O\left(\frac{\sqrt{n} \log n}{1+(\sqrt{n} \log n-1)(1-\kappa_f)}\right)$, $1 - 1/e$]#</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SK</td>
<td>Greedy</td>
<td>$1 - 1/e^*$</td>
<td></td>
<td></td>
<td>$1 - 1/e^*$</td>
</tr>
<tr>
<td>SCSK</td>
<td>Greedy (CA)</td>
<td>$\frac{1}{\kappa_g} \left(1 - \frac{(K_f - \kappa_2) K_f}{K_f}\right)^*$</td>
<td></td>
<td>$\Omega\left(\frac{\sqrt{n}}{1+(\sqrt{n} - 1)(1-\kappa_f)}\right)^*$#</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Greedy (CS)</td>
<td>$\left[1 - e^{-\frac{(1-\kappa_f(S^<em>))g(S^G)}{\mu}}\right]^</em>$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ISK</td>
<td>$[1 - e^{-1}, \frac{K_f}{1+(K_f-1)(1-\kappa_f(S^*))}]^#$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Primal EASK</td>
<td>$[1 + \epsilon, O\left(\frac{\sqrt{n} \log n H_g}{1+(\sqrt{n} \log n-1)(1-\kappa_f)}\right)]^#$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dual EASK</td>
<td>$[(1 - 1/e)(1 + \epsilon), O\left(\frac{\sqrt{n} \log n}{1+(\sqrt{n} \log n-1)(1-\kappa_f)}\right)]^#$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EASKc</td>
<td>$[1 - 1/e, O\left(\sqrt{n} \log n\right)]^#$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Worst case approximation factors, hardness for Problems 4 and 5 and their special cases.
<table>
<thead>
<tr>
<th></th>
<th>Modular $g$</th>
<th>Submodular $g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>($\kappa_g = 0$)</td>
<td>FPTAS</td>
<td>$\frac{1}{\kappa_g}(1 - e^{-\kappa_g})$</td>
</tr>
<tr>
<td>Modular $f$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>($\kappa_f = 0$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>($0 &lt; \kappa_f &lt; 1$)</td>
<td>$\Omega\left(\frac{\sqrt{n}}{1+(\sqrt{n}-1)(1-\kappa_f)}\right)$</td>
<td>$\Omega\left(\frac{\sqrt{n}}{1+(\sqrt{n}-1)(1-\kappa_f)}\right)$</td>
</tr>
<tr>
<td>Submod $f$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>($0 &lt; \kappa_f &lt; 1$)</td>
<td>$\Omega\left(\sqrt{n}\right)$</td>
<td>$\Omega\left(\sqrt{n}\right)$</td>
</tr>
<tr>
<td>Submod $f$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>($\kappa_f = 1$)</td>
<td>$\Omega\left(\sqrt{n}\right)$</td>
<td>$\Omega\left(\sqrt{n}\right)$</td>
</tr>
</tbody>
</table>

Table 6.2: Summary of Hardness results for SCSC/SCSK
Figure 6.3: The top two figures show the performance of the greedy algorithms for submodular knapsack, and submodular cover respectively, with a modular $f$ and submodular $g$ (being Facility Location and Saturated Coverage respectively) – note that the green and cyan colored lines overlap for this example, since both algorithms perform exactly identically. The bottom two figures show the performance of the algorithms in the text for submodular functions $f$ (vocabulary size) and submodular $g$ (Facility Location and Saturated Coverage).
Figure 6.4: The top two figures show the performance of the greedy algorithms for submodular knapsack, and submodular cover respectively, with an additive cost $f$ and submodular coverage $g$ (being Mutual Information, Information Gain and Variance Reduction respectively). The bottom two figures show the performance of the algorithms in the text for submodular cost function $f$ and submodular $g$. 
Chapter 7

CONTINUOUS RELAXATION ALGORITHMS FOR
SUBMODULAR OPTIMIZATION

7.1 Introduction

In Chapters 3, 4, 5, and 6, we provided two classes of combinatorial algorithms, one being
tight but not practical (the Ellipsoidal Approximation algorithm), while the other, being an
extremely scalable one based on the Majorization-Minimization framework. In this chapter,
we investigate a complementary continuous relaxation based framework for these optimization
problems. Similar to the combinatorial one, we show how this framework is unifying and
scalable.

The continuous relaxation techniques known for submodular optimization, have so far
either been analyzed for very specific constraints, or when general, are too slow to use in
practice. For example, in the case of minimization, they were studied only for the specific
constraints of covers [Iwata and Nagano, 2009] and cuts [Jegelka and Bilmes, 2011c], and
in the case of maximization, the techniques though general have yet to show significant
practical impact due to their prohibitive computational costs [Chekuri et al., 2011, Calinescu
et al., 2011]. Hence discrete algorithms (for example, the class of Algorithms in Chapter 4)
are typically used in applications (e.g., [Lin, 2012]). In this chapter, we develop a unifying
continuous relaxation methodology that addresses these issues. We focus mainly on Problems
1 and 2, and show how we can extend these ideas to Problem 3 as well. We summarize
our contributions, in comparison to previous work (in Table 7.1), which lists one problem
as being still open, and other problems as being unnecessary (given a “fast” approach, the
corresponding “slow” approach is unnecessary). Our techniques are not only connective, but
also fast and scalable. In the case of constrained minimization, we provide a formulation
applicable for a large class of constraints. In the case of submodular maximization, we show how for a large class of submodular functions of practical interest, the generic slow algorithms can be made fast and scalable. We note, however, that it is still an open problem to provide a fast and scalable algorithmic framework (with theoretical guarantees) based on continuous relaxations for general submodular maximization.

<table>
<thead>
<tr>
<th>Constraints or Function Specific</th>
<th>Operation (amp speed)</th>
<th>Algorithm Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Combinatorial</td>
<td>Relaxation</td>
</tr>
<tr>
<td>Min (fast)</td>
<td>[Goel et al., 2009, Jegelka and Bilmes, 2011c]</td>
<td>[Iwata and Nagano, 2009, Jegelka and Bilmes, 2011c]</td>
</tr>
<tr>
<td>Min (slow)</td>
<td>[Svitkina and Fleischer, 2008]</td>
<td>Unnecessary</td>
</tr>
<tr>
<td>Max (fast)</td>
<td>[Nemhauser et al., 1978, Buchbinder et al., 2012] etc.</td>
<td>This thesis</td>
</tr>
<tr>
<td>Max (slow)</td>
<td>Unnecessary</td>
<td>[Buchbinder et al., 2014, Calinescu et al., 2011]</td>
</tr>
<tr>
<td>General</td>
<td>Min (fast)</td>
<td>This thesis</td>
</tr>
<tr>
<td></td>
<td>[Iyer et al., 2013b]</td>
<td></td>
</tr>
<tr>
<td>Min (slow)</td>
<td>[Goemans et al., 2009]</td>
<td>Unnecessary</td>
</tr>
<tr>
<td>Max (fast)</td>
<td>[Iyer et al., 2013b]</td>
<td>Open</td>
</tr>
<tr>
<td>Max (slow)</td>
<td>Unnecessary</td>
<td>[Chekuri et al., 2011]</td>
</tr>
</tbody>
</table>

Table 7.1: Past work & our contributions (see text for explanation).

Our relaxation viewpoint, moreover, complements and improves on the bounds founds obtained through the combinatorial algorithms described in the previous chapters (viz. the Majorization-Minimization algorithm, and the Ellipsoidal Approximation algorithm). For example, where the MM algorithms may have an approximation bound of $k$, our results imply a bound of $n - k + 1$, where $n = |V|$, so considering both these, we obtain combined bounds of the form $\min(k, n - k + 1)$ (more specifics are given in Table 7.2). This also holds for maximization – in certain cases discrete algorithms obtain suboptimal results, while relaxation techniques obtain improved, and sometimes optimal guarantees.

### 7.2 Continuous Relaxation Framework

The idea of our relaxation strategy is as follows: the submodular function $f(S)$, which is defined on the vertices of the $n$-dimensional hypercube (i.e., characteristic vectors), is
extended to a function defined on $[0, 1]^n$. The two functions valuate identically if the vector $x \in [0, 1]^n$ is the characteristic vector of a set. We then solve a continuous optimization problem subject to linear constraints, and finally round the obtained fractional solution to a discrete one – i.e. our relaxation framework follows a two-stage procedure:

1. Find the optimal (or approximate) solution $\hat{x}$ to the problem $\min_{x \in \mathcal{P}_C} \tilde{f}(x)$ (or $\max_{x \in \mathcal{P}_C} \tilde{f}(x)$).

2. Round the continuous solution $\hat{x}$ to obtain the discrete indicator vector of set $\hat{X}$.

Here, $\mathcal{P}_C$ denotes the polytope corresponding to the family $\mathcal{C}$ of feasible sets – i.e., their convex hull or its approximation, which is a “continuous relaxation” of the constraints $\mathcal{C}$. The final approximation factor is then $f(\hat{X})/f(X^*)$, where $X^*$ is the exact optimizer of $f$ over $\mathcal{C}$.

For minimization, the convex Lovász extension is a suitable relaxation of $f$. Appropriately rounding the resulting optimal continuous solutions leads to a number of approximation guarantees. For maximization, ideally we could utilize a concave extension. Since the tightest concave extension of a submodular function is hard to characterize [Vondrák, 2007], we instead use the multilinear extension that behaves like a concave function in certain directions [Chekuri et al., 2011, Calinescu et al., 2011]. Our resulting algorithms often achieve better bounds than discrete greedy approaches. In terms of complexity, the convex relaxation, or the Lovász extension is extremely simple to evaluate. Both the function valuation and its gradient can be evaluated in $O(n)$ complexity. The multilinear extension, and its gradient, however has an exponential number of terms in the sum, and is hard to evaluate directly. One possibility is to approximate this sum via sampling. However, the number of samples needed for (theoretically) sufficient accuracy is polynomial but in many cases still prohibitively large for practical applications [Calinescu et al., 2011] – we discuss this further in Section 7.4. In this chapter, we show that some practically useful submodular functions have alternative, low-complexity formulations of the multilinear extension that circumvent sampling entirely.

An important quantity is the integrality gap that measures – over the class $\mathcal{S}$ of all submodular (or monotone submodular) functions – the largest possible discrepancy between
the optimal discrete solution and the optimal continuous solution. For minimization problems, the integrality gap is defined as:

\[
\mathcal{I}^S_C \triangleq \sup_{f \in S} \frac{\min_{x \in \mathcal{P}_C} f(x)}{\min_{x \in \mathcal{P}_C} \tilde{f}(x)} \geq 1. \tag{7.1}
\]

For maximization problems, we would take the supremum over the inverse ratio. In both cases, \(\mathcal{I}^S_C\) is defined only for non-negative functions.

The integrality gap largely depends on the specific formulation of the relaxation. Intuitively, it provides a lower bound on our approximation factor: we usually cannot expect to improve the solution by rounding, because any rounded discrete solution is also a feasible solution to the relaxed problem. One rather only hopes, when rounding, to not worsen the cost relative to that of the continuous optimum. Indeed, integrality gaps can often be used to show tightness of approximation factors obtained from relaxations and rounding [Chlamtac and Tulsiani, 2012].

One way to see the relationship between the integrality gap and the approximation factor obtained by rounding is as follows. Let ROPT denote the optimal relaxed value, while DOPT denotes the optimal discrete solution. The integrality gap measures the gap between DOPT and ROPT, i.e., \(\mathcal{I} = \text{DOPT}/\text{ROPT}\). Let RSOL denote the rounded solution obtained from the relaxed optimum. The way one obtains bounds in a rounding scheme, is by bounding the gap between RSOL and ROPT, which naturally is an upper bound on the approximation factor (which is the gap between DOPT and RSOL). However, notice that the gap between RSOL and ROPT is lower bounded by the integrality gap. Hence the integrality gap captures the tightness of the rounding scheme.

### 7.3 Submodular Minimization

For submodular minimization, the optimization problem in Step 1 is a convex optimization problem, and can be solved efficiently if one can efficiently project onto the polytope \(\mathcal{P}_C\). Our second ingredient is rounding. To round, a surprisingly simple thresholding turns out to be quite effective for a large number of constrained and unconstrained submodular minimization problems: choose an appropriate \(\theta \in (0, 1)\) and pick all elements with “weights” above \(\theta\), i.e.,
$\hat{X}_\theta = \{ i : \hat{x}(i) \geq \theta \}$. We call this procedure the $\theta$-rounding procedure. In the following sections, we first review relaxation techniques for unconstrained minimization (which are known), and afterwards phrase a generic framework for constrained minimization. Interestingly, both constrained and unconstrained versions essentially admit the same rounding strategy and algorithms.

7.3.1 Unconstrained Submodular Minimization

Continuous relaxation techniques for unconstrained submodular minimization have been well studied [Grötschel et al., 1981, Stobbe, 2013, Bach, 2013, Fujishige, 2005]. In this case, $P_C = [0, 1]^n$, and importantly, the approximation factor and integrality gap are both 1.

**Lemma 7.1.** [Fujishige, 2005] For any submodular function $f$, it holds that $\min_{X \subseteq V} f(X) = \min_{x \in [0, 1]^n} \tilde{f}(x)$. Given a continuous minimizer $x^* \in \arg\min_{x \in [0, 1]^n} \tilde{f}(x)$, the discrete minimizers are exactly those obtained by $\theta$-rounding $x^*$, for any $\theta \in (0, 1)$. Given a continuous minimizer $x^* \in \arg\min_{x \in [0, 1]^n} \tilde{f}(x)$, the discrete minimizers are exactly the maximal chain of sets $\emptyset \subset X_{\theta_1} \subset \ldots \subset X_{\theta_k}$ obtained by $\theta$-rounding $x^*$, for $\theta_j \in (0, 1)$.

Since the Lovász extension is a non-smooth convex function, it can be minimized up to an additive accuracy of $\epsilon$ in $O(1/\epsilon^2)$ iterations of the subgradient method. This accuracy directly transfers to the discrete solution if we choose the best set obtained with any $\theta \in (0, 1)$ [Bach, 2013]. For special cases, such as submodular functions derived from concave functions, smoothing techniques yield a convergence rate of $O(1/t)$ [Stobbe and Krause, 2010].

It can often be faster to instead solve the unconstrained regularized problem $\min_{x \in \mathbb{R}^n} \tilde{f}(x) + \frac{1}{2}\|x\|^2$. A motivation for this approach is that the problem, $\min_{x \in [0, 1]^n} \tilde{f}(x)$, can be seen as a specific form of barrier function $\min_{x \in \mathbb{R}^n} \tilde{f}(x) + \delta_{[0, 1]^n}(x)$ [Stobbe, 2013]. The level sets of the optimal solution to the regularized problem are the solutions of the entire regularization path of $\min_{X \subseteq V} f(X) + \theta|X|$ [Bach, 2013], and therefore a simple rounding at 0 gives the optimal solution. The dual problem $\min_{y \in B_1}\|x\|^2$ is amenable to the Frank-Wolfe algorithm (or conditional gradient) [Frank and Wolfe, 1956]—with a convergence rate of $O(1/\sqrt{t})$, or an
improved fully corrective version known as the minimum norm point algorithm [Fujishige and Isotani, 2011]. The complexity of the improved method is still open. Moreover, regularizers other than the $\ell_2$ norm are possible [Stobbe, 2013]. For decomposable functions, reflection methods can also be very effective [Jegelka et al., 2013a].

### 7.3.2 Constrained Submodular Minimization

We next address submodular minimization under constraints, where rounding affects the accuracy of the discrete solution. By appropriately formulating the problem, we show that $\theta$-rounding applies to a large class of problems. We assume that the family $\mathcal{C}$ of feasible solutions can be expressed by a polynomial number of linear inequalities, or at least that linear optimization over $\mathcal{C}$ can be done efficiently, as is the case for matroid polytopes [Edmonds, 1970].

A straightforward relaxation of $\mathcal{C}$ is the convex hull $\mathcal{P}_\mathcal{C} = \text{conv}(1_X, X \in \mathcal{C})$ of $\mathcal{C}$. Often however, it is not possible to obtain a decent description of the inequalities determining $\mathcal{P}_\mathcal{C}$, even in cases when minimizing a linear function over $\mathcal{C}$ is easy (two examples are the s-t cut and s-t path polytopes [Schrijver, 2003]). In those cases, we relax $\mathcal{C}$ to its up-monotone closure $\hat{\mathcal{C}} = \{X \cup Y \mid X \in \mathcal{C} \text{ and } Y \subseteq V\}$. With $\hat{\mathcal{C}}$, a set is feasible if it is in $\mathcal{C}$ or a superset of a set in $\mathcal{C}$. The convex hull of $\hat{\mathcal{C}}$ is the up-monotone extension of $\mathcal{P}_\mathcal{C}$ within the hypercube, i.e. $\mathcal{P}_{\hat{\mathcal{C}}} = \hat{\mathcal{P}}_\mathcal{C} = (\mathcal{P}_\mathcal{C} + \mathbb{R}_+^n) \cap [0, 1]^n$, which is often easier to characterize than $\mathcal{P}_\mathcal{C}$. If $\mathcal{C}$ is already up-monotone, then $\hat{\mathcal{P}}_\mathcal{C} = \mathcal{P}_\mathcal{C}$. The following proposition formalizes this equivalence.

**Proposition 7.1.** For any family $\mathcal{C}$ of feasible sets, the relaxed hull $\hat{\mathcal{P}}$ of $\mathcal{C}$ is the convex hull of $\hat{\mathcal{C}}$: $\hat{\mathcal{P}}_\mathcal{C} = \mathcal{P}_{\hat{\mathcal{C}}} = \text{conv}(1_X, X \in \hat{\mathcal{C}})$. For any up-monotone constraint $\mathcal{C}$, the relaxation is tight: $\hat{\mathcal{P}}_\mathcal{C} = \mathcal{P}_\mathcal{C}$.

Although this Proposition seems intuitive, we prove it here for completeness.

**Proof.** Let $\mathcal{P}_{\hat{\mathcal{C}}} = \text{conv-hull}(1_X, X \in \hat{\mathcal{C}})$. We need to show that $\mathcal{P}_{\hat{\mathcal{C}}} = \mathcal{P}_\mathcal{C}$.

First, we observe that the characteristic vector $1_X$ for every set $X \in \hat{\mathcal{C}}$ lies in $\mathcal{P}_{\hat{\mathcal{C}}}$. This follows because, by definition, for every set $X \in \hat{\mathcal{C}}$, there exists a set $Z \subseteq V$ such that

$$\mathcal{P}_{\hat{\mathcal{C}}} = \mathcal{P}_\mathcal{C}.$$
\( X \setminus Z \in \mathcal{C} \). Since \( 1_z \in \mathcal{P}_C \) and \( 1_{X \setminus Z} \in \mathbb{R}_+^n \), we conclude that \( 1_X = 1_Z + 1_{X \setminus Z} \in \hat{\mathcal{P}}_C \), and therefore, \( \mathcal{P}_C \subseteq \hat{\mathcal{P}}_C \).

We next show \( \mathcal{P}_C \supseteq \hat{\mathcal{P}}_C \) by investigating the polytope \( \hat{\mathcal{P}}_C \). Since it is an intersection of \( \mathcal{P}_C + \mathbb{R}_+^n \) (which is an integral polyhedron) and \( [0,1]^n \), it follows from [Schrijver, 2003] (Theorem 5.19), that \( \hat{\mathcal{P}}_C \) is also integral. Let \( 1_Z \) be any extreme point of \( \hat{\mathcal{P}}_C \). We will show that \( Z \in \hat{\mathcal{C}} \), and this implies \( \mathcal{P}_C \supseteq \hat{\mathcal{P}}_C \). Since \( 1_Z \in \hat{\mathcal{P}}_C \), there exists a vector \( x \in \mathcal{P}_C \) and \( y \geq 0 \) such that \( x = 1_Z - y \). This implies that \( x = \sum_{i=1}^K \lambda_i 1_{X_i}, X_i \in \mathcal{C} \). Since \( y \geq 0 \), it must hold that \( X_i \subseteq Z \) for all \( 1 \leq i \leq K \). As \( Z \) contains at least one feasible set \( X_i, Z \in \hat{\mathcal{C}} \), proving the result. The second statement of the result follows from the first, because an up-monotone constraint satisfies \( \mathcal{C} = \hat{\mathcal{C}} \).

**Optimization.** The relaxed minimization problem \( \min_{x \in \mathcal{P}_C} \hat{f}(x) \) is non-smooth and convex with linear constraints, and therefore amenable to, e.g., projected subgradient methods. We first assume that the submodular function \( f \) is monotone non-decreasing (which often holds in applications), and later relax this assumption for a large class of constraints.

For projected (sub)gradient methods, it is vital that the projection on \( \hat{\mathcal{P}}_C \) can be done efficiently. Indeed, this holds with the above assumptions that we can efficiently solve a linear optimization over \( \hat{\mathcal{P}}_C \). In this case, e.g. Frank-Wolfe methods [Frank and Wolfe, 1956] apply. The projection onto matroid polyhedra can also be cast as a form of unconstrained submodular function minimization and is hence polynomial time solvable [Fujishige, 2005].

To apply splitting methods such as the alternating directions method of multipliers (ADMM) [Boyd et al., 2011], we write the problem as \( \min_{x,y|x=y} \hat{f}(x) + I(y \in \hat{\mathcal{P}}_C) \). One iteration of ADMM requires (1) computing the proximal operator of \( f \), (2) projecting onto \( \mathcal{P}_C \), and (3) doing a simple dual update step. Computing the proximal operator of the Lovász extension is equivalent to unconstrained submodular minimization, or to solving the minimum norm point problem. In special cases, faster algorithms apply [Nagano and Kawahara, 2013, Stobbe and Krause, 2010, Jegelka et al., 2013a]. An approximate proximal operator for generalized graph cuts [Jegelka et al., 2011] can be obtained via parametric max-flows in
$O(n^2)$ [Nagano and Kawahara, 2013, Chambolle and Darbon, 2009].

Algorithm 24 The constrained \( \theta \)-rounding scheme

**Input:** Continuous vector \( \hat{x} \), Constraints \( \mathcal{C} \)

**Output:** Discrete set \( \hat{X} \)

1: Obtain the chain of sets \( \emptyset \subset X_1 \subset X_2 \subset \cdots \subset X_k \) corresponding to \( \hat{x} \).
2: for \( j = 1, 2, \ldots, k \) do
3: \hspace{1em} if \( \exists \hat{X} \subseteq X_j : \hat{X} \in \mathcal{C} \) then
4: \hspace{2em} Return \( \hat{X} \)
5: \hspace{1em} end if
6: end for

**Rounding.** Once we have obtained a minimizer \( \hat{x} \) of \( \hat{\mathcal{P}} \) over \( \hat{\mathcal{P}}_\mathcal{C} \), we apply simple \( \theta \)-rounding. Whereas in the unconstrained case, \( \hat{X}_\theta \) is feasible for any \( \theta \in (0, 1) \), we must now ensure \( \hat{X}_\theta \in \hat{\mathcal{C}} \). Hence, we pick the largest threshold \( \theta \) such that \( \hat{X}_\theta \in \hat{\mathcal{C}} \), i.e., the smallest \( \hat{X}_\theta \) that is feasible. This is always possible since \( \hat{\mathcal{C}} \) is up-monotone and contains \( V \). The threshold \( \theta \) can be found using \( O(\log n) \) checks among the sorted entries of the continuous solution \( \hat{x} \) or \( n \) checks in the unsorted vector \( \hat{x} \). The following lemma states how the threshold \( \theta \) determines a worst-case approximation:

**Lemma 7.2.** For a monotone submodular \( f \) and any \( \hat{x} \in [0, 1]^V \) and \( \theta \in (0, 1) \) such that \( \hat{X}_\theta = \{ i \mid \hat{x}_i \geq \theta \} \in \hat{\mathcal{C}} \), it holds that \( f(\hat{X}_\theta) \leq \frac{1}{\theta} \hat{f}(\hat{x}) \).

\[
f(\hat{X}_\theta) \leq \frac{1}{\theta} \hat{f}(\hat{x}). \tag{7.2}
\]

If, moreover, \( \hat{f}(\hat{x}) \leq \beta \min_{x \in \hat{\mathcal{P}}_\mathcal{C}} \hat{f}(x) \), then it holds that \( f(\hat{X}_\theta) \leq \frac{\beta}{\theta} \min_{X \in \mathcal{C}} f(X) \).

**Proof.** The proof follows from the positive homogeneity of \( \hat{f} \) and the monotonicity of \( f \) and
\[ f : \]

\[ \theta f(X_\theta) = \theta \tilde{f}(1 x_\theta) \]  
\[ = \tilde{f}(\theta 1 x_\theta) \]  
\[ \leq \tilde{f}(\hat{x}) \]  
\[ \leq \beta \min_{x \in \mathcal{P}_C} \tilde{f}(x) \]  
\[ \leq \beta \min_{X \in \mathcal{C}} f(X) \]  
\[ \leq \beta \min_{\hat{X} \in \mathcal{C}} f(\hat{X}) \]  

Inequality (7.6) follows from the approximation bound of \( \hat{x} \) with respect to \( \min_{x \in \mathcal{P}_C} \tilde{f}(x) \), and (7.7) uses the observation that the optimizer of the continuous problem is smaller than the discrete one. Finally (7.8) follows from (7.7) since it is optimizing over a smaller set. \( \square \)

The set \( \hat{X}_\theta \) is in \( \mathcal{C} \) and therefore guaranteed to be a superset of a solution \( \hat{Y}_\theta \subseteq \mathcal{C} \). As a final step, we prune down \( \hat{X}_\theta \) to \( \hat{Y}_\theta \subseteq \hat{X}_\theta \). Since the objective function is non-decreasing, \( f(\hat{Y}_\theta) \leq f(\hat{X}_\theta) \), Lemma 7.2 holds for \( \hat{Y}_\theta \) as well. If, in the worst case, \( \theta = 0 \), then the approximation bound in Lemma 7.2 is unbounded. Fortunately, in most cases of interest we obtain polynomially bounded approximation factors.

In the following, we will see that our \( \mathcal{P}_C \) provides the basis for relaxation schemes under a variety of constraints, and that these, together with \( \theta \)-rounding, yield bounded-factor approximations. We assume that there exists a family \( \mathcal{W} = \{W_1, W_2, \ldots\} \) of sets \( W_i \subseteq V \) such that the polytope \( \mathcal{P}_C \) can be described as

\[ \mathcal{P}_C = \left\{ x \in [0,1]^n \left| \sum_{i \in W} x_i \geq b_W \text{ for all } W \in \mathcal{W} \right. \right\}. \]  

(7.9)

Analogously, this means that \( \hat{\mathcal{C}} = \{X \mid \|X \cap W\| \geq b_W, \text{ for all } W \in \mathcal{W} \} \). In our analysis, we do not require \( \mathcal{W} \) to be of polynomial size, but a linear optimization over \( \mathcal{P}_C \) or a projection onto it should be possible at least within a bounded approximation factor. This is the case for s-t paths and cuts, covering problems, and spanning trees.
This means we are addressing the following class of optimization problems:

\[
\min_x \hat{f}(x) \\
\text{subject to } x \in [0, 1]^n, \sum_{i \in W} x_i \geq b_W, \forall W \in \mathcal{W}
\]  

(7.10)

The following main result states approximation bounds and integrality gaps for the class of problems described by Equation (7.9).

**Theorem 7.1.** The $\theta$-rounding scheme for constraints $\mathcal{C}$ whose relaxed polytope $\hat{\mathcal{P}}_\mathcal{C}$ can be described by Equation (7.9) achieves a worst case approximation bound of $\max_{W \in \mathcal{W}} |W| - b_W + 1$. If we assume that the sets in $\mathcal{W}$ are disjoint, the integrality gap for these constraints matches the approximation: $I^S_{\mathcal{C}} = \max_{W \in \mathcal{W}} |W| - b_W + 1$.

**Proof.** To show the first part of the theorem, we invoke Lemma 7.2. The constraints of Equation (7.9) demand that for every set $W \in \mathcal{W}$, at least $b_W \leq |W|$ elements need to be chosen, or “covered”. Consequently, to round a vector $x \in \hat{\mathcal{P}}_\mathcal{C}$, it is sufficient to choose $\theta = \min_{W \in \mathcal{W}} x_{[b_W,W]}$ as the rounding threshold, where $x_{[k,A]}$ denotes the $k^{th}$ largest entry of $x$ in a set $A$. The worst case scenario is that the $b_W - 1$ entries of $x$ with indices in the set $W$ are all 1, and the remaining mass of 1 is equally distributed over the remaining elements in $W$. In this case, the value of $x_{[b_W,W]}$ is $1/(|W| - b_W + 1)$. Since the constraint requires $\sum_{i \in W} x_i \geq b_W$, it must hold that $x_{[b_W,W]} \geq 1/(|W| - b_W + 1)$. The approximation factor then follows with Lemma 7.2.

To analyze the integrality gap, we first show the following Lemma.

**Lemma 7.3.** If $\hat{\mathcal{P}}_\mathcal{C}$ is described by Equation 7.9, then the integrality gap can be as large as $I^S_{\mathcal{C}} \geq \max_{W \in \mathcal{W}} |W| - b_W + 1$. Moreover, if $\mathcal{C}$ and $\theta$ are such that $\theta$-rounding provides a valid set in $\hat{\mathcal{C}}$, the integrality gap is never larger than that: $I^S_{\mathcal{C}} \leq \frac{\theta}{\theta}$.

To show the lower bound on the gap, we construct a simple example. Assume $W' = \arg\max_{W \in \mathcal{W}} |W| - b_W + 1$ satisfies $W \cap W' = \emptyset, \forall W \in \mathcal{W}, W \neq W'$. This is true since the $\mathcal{W}$ consists of disjoint sets. Let $B'$ be a subset of $W'$ such that $|B'| = |W'| - b_{W'} + 1$. In other
words, every feasible solution must intersect $B'$. Now we define $f(X) = \min \{|X \cap B'|, 1\}$. The Lovász extension of this function is $\tilde{f}(x) = \max_{j \in X \cap B'} x_j$. An optimal continuous solution for $\tilde{f}$ and $W$ has entries $x_j^* = 1$ for $j \notin B'$ and $x_j^* = 1/(|W| - b_{W'}) + 1$ for $j \in B'$. In this case, the integrality gap is $f(X^*)/\tilde{f}(x^*) = 1/(W' - b_{W'} + 1)^{-1} = W' - b_{W'} + 1$.

The upper bound on the gap follows from the approximation factor:

$$I_C^s = \max_f \frac{f(X^*)}{\min_{x \in \mathcal{P}_C} \tilde{f}(x)} \leq \max_f \frac{f(\hat{X}_\theta)}{\min_{x \in \mathcal{P}_C} \tilde{f}(x)} = \frac{\beta}{\theta}$$

where the second inequality follows from the fact that $f(X^*) \leq \hat{X}_\theta$ and the last one from Lemma 7.2. \qed

Note that the integrality gap matches the approximation factor, thus showing the tightness of the rounding strategy for a large class of constraints. In particular, for the class of constraints we consider below, we can provide instances where the integrality gap matches the approximation factors.

A result similar to Theorem 7.1 was shown in [Koufogiannakis and Young, 2013] for a different, greedy algorithmic technique. While their result also holds for a large class of constraints, for the constraints in Equation (7.9) they obtain a factor of $\max_{W \in \mathcal{W}} |W|$, which is worse than Theorem 7.1 if $b_W > 1$. This is the case, for instance, for matroid span constraints, cardinality constraints, trees and multiset covers.

**Pruning.** The final piece of the puzzle is the pruning step, where we reduce the set $\hat{X}_\theta \in \hat{C}$ to a final solution $\hat{Y}_\theta \subseteq \hat{X}_\theta$ that is feasible: $\hat{Y}_\theta \in \mathcal{C}$. This is important when the true constraints $\mathcal{C}$ are not up-monotone, as is the case for cuts or paths. Since we have assumed that the function $f$ is monotone, pruning can only reduce the objective value. The pruning step means finding any subset of $\hat{X}_\theta$ that is in $\mathcal{C}$, which is often not hard. We propose the following heuristic for this: if $\mathcal{C}$ admits (approximate) linear optimization, as is the case for
all the constraints considered here, then we may improve over a given rounded subset by assigning additive weights: \( w(i) = \infty \) if \( i \notin \hat{X}_\theta \), and otherwise use either uniform \( (w(i) = 1) \) or non-uniform \( (w(i) = 1 - \hat{x}(i)) \) weights.

We then solve \( \hat{Y}_\theta \in \arg\min_{Y \in \mathcal{C}} \sum_{i \in Y} w(i) \). Uniform weights lead to the solution with minimum cardinality, and non-uniform weights will give a bias towards elements with higher certainty in the continuous solution. Truncation via optimization works well for paths, cuts, matchings or matroid constraints.

**Non-monotone submodular functions.** We can easily extend the relaxation paradigm above to non-monotone functions, in case the constraints are up-monotone. The strategy exactly follows from the results from Section 3.6 and Lemma 3.15. Examples of up-monotone constraints are matroid spans (Sec. 7.3.2) and covers (Sec. 7.3.2).

**Down-monotone constraints.** For down-monotone constraints, the up-monotone closure \( \hat{\mathcal{C}} \) will be the entire power set \( 2^V \). Here, a different construction is needed. Define a monotone extension \( f^d(X) = \min_{Y : Y \subseteq V \setminus X} f(Y) \). Also, define \( \mathcal{C}' = \{ X : V \setminus X \in \mathcal{C} \} \). It is easy to see that \( \mathcal{C}' \) is up-monotone. Notice that if we assume \( f \) to be normalized and nonnegative, then the empty set will always be a great solution for down-monotone constraints, and this extension may not make sense. However in general the submodular function may not necessarily be normalized, and all we need for this is that the function \( f^d \) is normalized and non-negative. In other words, this implies that the function \( f \) itself be non-negative and \( \min_{X \subseteq V} f(X) = 0 \).

**Lemma 7.4.** Given a submodular function \( f \), the function \( f^d \) is monotone non-decreasing submodular, and can be evaluated in polynomial time. It holds that

\[
\min_{X \in \mathcal{C}} f(X) = \min_{X \in \mathcal{C}'} f^d(X).
\]  

(7.11)

Moreover, minimizing \( f^d \) over \( \mathcal{C}' \) is equivalent to minimizing \( f \) over \( \mathcal{C} \) in terms of the approximation factor.
Table 7.2: Comparison of the results of the continuous relaxation framework (CR) with the
semigradient MMin framework, the Ellipsoidal Approximation (EA) algorithm of [Goemans
et al., 2009], hardness [Goel et al., 2009, Iwata and Nagano, 2009, Svitkina and Fleischer,
2008], and the integrality gaps of the corresponding constrained submodular minimization
problems. Note the complementarity between CR and SG. See text for further details. In
this case, we investigate worst case results with $\kappa_f = 0$.

Proof. The proof of this result is very similar to the previous Lemma. To show submodularity,
note that the function $g(Z) = \min_{Y : Y \subseteq Z} f(Y)$ as a function of $Z$ is submodular [Fujishige,
2005]. Then, $f^d(X) = g(V \setminus X)$ is also submodular. We also observe that $f^d$ is monotone.

If the constraints $\mathcal{C}$ are down-monotone, then $\mathcal{C}'$ is up-monotone. Let $X^{d*}$ be the exact
minimizer of $f^d$ over $\mathcal{C}'$. This implies that $V \setminus X^{d*} \in \mathcal{C}$. By the definition of $f^d$, it implies that
$\exists X \subseteq V \setminus X^{d*}$ such that $f^d(X^{d*}) = f(X)$. Moreover, since $\mathcal{C}$ is down monotone, $X \in \mathcal{C}$ (since
$V \setminus X^{d*} \in \mathcal{C}$). Hence $\min_{X \in \mathcal{C}} f(X) \leq f(X) = \min_{X \in \mathcal{C}'} f^d(X)$.

Conversely, let $X^*$ be the minimizer of $f$ under $\mathcal{C}$. Then $f^d(V \setminus X^*) = \min_{X \subseteq X^*} f(X) \leq
f(X^*)$. Hence $\min_{X \in \mathcal{C}'} f^d(X) \leq f^m(X^*) = \min_{X \in \mathcal{C}} f(X)$. The approximation factor follows
similarly.

To demonstrate the utility of Theorem 7.1, we apply it to a variety of problems. Many of
the constraints below are based on a graph $G = (V, E)$, and in that case the ground set is the
set $E$ of graph edges. When the context is clear, we overload notation and refer to $n = |V|
and $m = |E|$. Results are summarized in Table 7.2.
Matroid Constraints

An important class of constraints are matroid span or base constraints (both are equivalent since \( f \) is monotone), with cardinality constraints (uniform matroids) and spanning trees (graphic or cycle matroids) as special cases. A matroid \( \mathcal{M} = (\mathcal{I}_M, r_M) \) is defined by its down-monotone family of independent sets \( \mathcal{I}_M \) or its rank function \( r_M : 2^V \rightarrow \mathbb{R} \). A set \( Y \) is a spanning set if its rank is that of \( V \): \( r_M(Y) = r_M(V) \). It is a base if \( |Y| = r_M(Y) = r_M(V) \). Hence, the family of all spanning sets is the up-monotone closure of the family of all bases (e.g., supersets of spanning trees of a graph in the case of a graphic matroid). See [Schrijver, 2003] for more details on matroids. Let \( S_M \) denote the spanning sets of matroid \( \mathcal{M} \), and set \( k = r_M(V) \).

It is then easy to see that with \( C = S_M \), the polytope \( P_C \) is the matroid span polytope, which can be described as \( P_C = \{ x \in [0, 1]^n, x(S) \geq r_M(V) - r_M(V \setminus S), \forall S \subseteq V \} \) [Schrijver, 2003]. This is clearly in the form of Eqn. 7.9. Although this polytope is described via an exponential number of inequalities, a linear program can still be solved efficiently over it [Edmonds, 1970]. Furthermore, projecting onto this polytope is also easy, since it corresponds to submodular function minimization [Fujishige, 2005].

**Corollary 7.1.** Let \( \hat{Y}_\theta \) be the rounded and pruned solution obtained from minimizing the Lovász extension over the span polytope. Then \( f(\hat{Y}_\theta) \leq (n - k + 1)f(X^*) \). The integrality gap is also \( n - k + 1 \).

**Proof.** This result follows directly as a Corollary from Theorem 7.1, by observing that the approximation factor in this case is \( \max_{S \subseteq V} |S| - r_M(V) + r_M(V \setminus S) - 1 \). Then notice that \( r_{\mathcal{M}^*}(S) = |S| - r_M(V) + r_M(V \setminus S) \), where \( \mathcal{M}^* \) is the dual matroid of \( \mathcal{M} \) [Schrijver, 2003]. Correspondingly the approximation factor can be expressed as \( \max_{S \subseteq V} r_{\mathcal{M}^*}(S) - 1 = r_{\mathcal{M}^*}(V) - 1 = n - k + 1 \). To show the integrality gap, we use Lemma 7.3. Consider the simple uniform matroid, with \( \mathcal{W} = \{V\} \). A straightforward application of Lemma 7.3 then reveals the integrality gap.

In general, the rounding step will only provide an \( \hat{X}_\theta \) that is a spanning set, but not a base. We can prune it to a base by greedily finding a maximum weight base among the elements of
The worst-case approximation factor of $n - k + 1$ complements other known results for this problem [Iyer et al., 2013b, Goemans et al., 2009]. The semi-gradient framework of [Iyer et al., 2013b] guarantees a bound of $k$, while more complex (and less practical) sampling based methods [Svitkina and Fleischer, 2008] and approximations [Goemans et al., 2009] yield factors of $O(\sqrt{n})$. The factor $k$ of [Iyer et al., 2013b] is the best for small $k$, while our continuous relaxation works well when $k$ is large. Moreover, for a monotone function under matroid span constraints, the pruning step will always find a set in the base, and hence a matroid span constraint is, for all intents and purposes, identical to a base constraint.

These results also extend to non-monotone cost functions, with approximation bounds of $n - k + 1$ (Cor. 7.1) and $k$ (using [Iyer et al., 2013b]) for matroid span constraints. We can also handle matroid independence constraints. Note that

$$\min_{X \in \text{Indep}(\mathcal{M})} f(X) = \min_{X \in \text{Span}(\mathcal{M}^*)} f'(X),$$

where $f'(X) = f(V \setminus X)$ is a submodular function and $\text{Span}(\mathcal{M})$ and $\text{Indep}(\mathcal{M})$ refer to the Span and Independence sets of a Matroid $\mathcal{M}$, and $\mathcal{M}^*$ is the dual matroid of $\mathcal{M}$ [Schrijver, 2003]. Recall that the rank function of the dual Matroid satisfies $r_{\mathcal{M}^*}(V) = n - r_{\mathcal{M}}(V)$. Hence, the approximation factors for the matroid independence constraints are $k + 1$ for our relaxation based framework and $n - k$ for the discrete framework of [Iyer et al., 2013b]. Again, we see how our results complement those of [Iyer et al., 2013b]. Moreover, the algorithm of [Goemans et al., 2009] achieves an approximation factor of $O(\sqrt{n})$, in both cases.

**Cardinality Constraints.** This is a special class of matroid, called the uniform matroid. Since it suffices to analyze monotone submodular functions, the constraint of interest is $\mathcal{C} = \{X : |X| = k\}$. In this case, the corresponding polytope takes a very simple form: $\mathcal{P}_\mathcal{C} = \{x \in [0, 1]^n : \sum_i x_i = k\}$. The projection onto this polyhedron can be easily performed using bisection [Adams et al., 2012]. Furthermore, the rounding step in this context is very intuitive. It corresponds to choosing the elements with the $k$ largest entries in the continuous solution $\hat{x}$. 
Spanning Trees. Here, the ground set \( V = \mathcal{E} \) is the edge set in a graph and \( \mathcal{C} \) is the set of all spanning trees. The corresponding polytope \( \mathcal{P}_\mathcal{C} \) is then the spanning tree polytope. The bound of Corollary 7.1 becomes \(|\mathcal{E}| + |V| = m - n + 1\). The discrete algorithms of [Iyer et al., 2013b, Goel et al., 2009] achieve a complementary bound of \(|V| = n\). For dense graphs, the discrete algorithms admit better worst case guarantees, while for sparse graphs (e.g., embeddable into \( r \)-regular graphs for small \( r \)), our guarantees are better.

Set Covers

A fundamental family of constraints are set covers. Given a universe \( \mathcal{U} \), and a family of sets \( \{S_i\}_{i \in V} \), the task is to find a subset \( X \subseteq V \) that covers the universe, i.e., \( \bigcup_{i \in X} S_i = \mathcal{U} \), and has minimum cost as measured by a submodular function \( f : 2^\mathcal{S} \rightarrow \mathbb{R} \). The set cover polytope is up-monotone, constitutes the set of fractional covers, and is easily represented by Eqn. (7.9) as \( \mathcal{P}_\mathcal{C} = \{ x \in [0,1]^{|V|} | \sum_{i \in S_i} x(i) \geq 1, \forall u \in \mathcal{U} \} \). The following holds for minimum submodular set cover:

**Corollary 7.2.** The approximation factor of our algorithm, and the integrality gap for the minimum submodular set cover problem is \( \gamma = \max_{u \in \mathcal{U}} |\{i : u \in S_i\}| \).

**Proof.** The proof of this corollary follows from the expression of the set cover polytope and Theorem 7.1. To show the integrality gap, notice that the sets \( \mathcal{W} \) here are \( W_u = \{ i : u \in S_i \} \). Consider an instance of the set cover problem when these sets are disjoint. A direct application of Lemma 7.3 then provides the integrality gap (since the sets in \( \mathcal{W} \) are disjoint).

The approximation factor in Corollary 7.2 (without the integrality gap) was first shown in [Iwata and Nagano, 2009]. The quantity \( \gamma \) corresponds to the maximum frequency of the elements in \( \mathcal{U} \).

A generalization of set cover is the multi-set cover problem [Rajagopalan and Vazirani, 1998], where every element \( u \) is to be covered multiple \( (c_u) \) times. The multi-cover constraints can be formalized as \( \mathcal{P}_\mathcal{C} = \{ x \in [0,1]^{|S|} | \sum_{i \in S_i} x(i) \geq c_u, \forall u \in \mathcal{U} \} \).
Corollary 7.3. The approximation factor and integrality gap of the multi-set cover problem is \( \max_{u \in U} |\{i : u \in S_i\}| - c_u + 1. \)

This result also implies the bound for set cover (with \( c_u = 1 \)). Since the rounding procedure above yields a solution that is already a set cover (or a multi set cover), a subsequent pruning step is not necessary.

Vertex Cover. A vertex cover is a special case of a set cover, where \( U \) is the set of edges in a graph, \( V \) is the set of vertices, and \( S_v \) is the set of all edges incident to \( v \in V \). Corollary 7.2 immediately provides a 2-approximation algorithm for the minimum submodular vertex cover. The 2-approximation for the special case of vertex was also shown in [Goel et al., 2009, Iwata and Nagano, 2009]. The corresponding integrality gap is 2, too. To show this gap, consider a graph such that each vertex is incident to exactly one edge. The sets \( W \) are the sets of vertices for each edge and, in this case, are disjoint. As a result, Theorem 7.1 implies that the integrality gap is exactly 2. We may even take a complete graph and use the modular function \( f(X) = |X| \). This shows that the integrality gap is 2 even when the function is modular (linear). In fact, no polynomial-time algorithm can guarantee an approximation factor better than \( 2 - \epsilon \), for any \( \epsilon > 0 \) [Goel et al., 2009].

Edge Cover. In the Edge Cover problem, \( U \) is the set of vertices in a graph, \( V \) is the set of edges and \( S_v \) contains the two vertices comprising edge \( v \). We aim to find a subset of edges such that every vertex is covered by some edge in the subset. It is not hard to see that the approximation factor we obtain is the maximum degree of the graph \( \text{deg}(G) \), which is upper bounded by \( |V| \), but is often much smaller. The algorithm in [Iyer et al., 2013b] has an approximation factor of the size of the edge cover \( |EC| \), which is also upper bounded by \( O(|V|) \). These factors match the lower bound shown in [Goel et al., 2009].
Cuts, Paths and Matchings

Even though Eqn. (7.9) is in the form of covering constraints, it can help solve problems with apparently very different types of constraints. The covering generalization works if we relax \( \mathcal{C} \) to its up-monotone closure: \( \tilde{\mathcal{C}} \) demands that a feasible set must contain (or “cover”) a set in \( \mathcal{C} \). To go from \( \tilde{\mathcal{C}} \) back to \( \mathcal{C} \), we prune in the end.

Cuts and Paths. Here, we aim to find an edge set \( X \subseteq \mathcal{E} \) that forms an s-t path (or an s-t cut), and that minimizes the submodular function \( f \). Both the s-t path and s-t cut polytopes are hard to characterize. However, their up-monotone extension \( \hat{\mathcal{P}}_{\mathcal{C}} \) can be easily described. Furthermore, both these polytopes are intimately related to each other as a blocking pair of polyhedra (see [Schrijver, 2003]). The extended polytope for s-t paths can be described as a cut-cover [Schrijver, 2003] (i.e., any path must hit every cut at least once):

\[
\hat{\mathcal{P}}_{\mathcal{C}} = \{ x \in [0,1]^{|\mathcal{E}|} \mid \sum_{e \in C} x(e) \geq 1, \text{ for every s-t cut } C \subseteq \mathcal{E} \}.
\]

The closure of the s-t path constraint (or the cut-cover) is also called s-t connectors [Schrijver, 2003]. Conversely, the extended s-t cut polytope can be described as a path-cover [Schrijver, 2003, Jegelka and Bilmes, 2011c]:

\[
\hat{\mathcal{P}}_{\mathcal{C}} = \{ x \in [0,1]^{|\mathcal{E}|} \mid \sum_{e \in P} x(e) \geq 1, \text{ for every s-t path } P \subseteq \mathcal{E} \}.
\]

Corollary 7.4. The relaxation algorithm yields an approximation factor of \( P_{\max} \leq |\mathcal{V}| \) and \( C_{\max} \leq |\mathcal{E}| \) for minimum submodular s-t path and s-t cut, respectively (\( P_{\max} \) and \( C_{\max} \) refer to the maximum size simple s-t path and s-t cut). These match the integrality gaps for both problems.

Proof. The approximation factors directly follow from Theorem 7.1. In order to show the integrality gaps, we need to construct a set \( \mathcal{W} \) of s-t paths and cuts that are disjoint. It is easy to construct such graphs. For example, in the case of s-t cuts, consider a graph with \( m/P \) parallel paths between \( s \) and \( t \), each of length \( P \). The integrality gap in this setting is exactly \( P \), which matches the approximation factor. Similarly, for the s-t path case, consider a graph of \( m/C \) cuts in series. In other words, construct a chain of \( m/C \) vertices. Connect each adjacent vertex with \( C \) edges. We have \( m/C \) disjoint cuts each of size \( C \). The integrality
gap and approximation factor both are $C$ in this setting.

While the description of the constraints as covers reveals approximation bounds, it does not lead to tractable algorithms for minimizing the Lovász extension. However, the extended cut and the extended path polytopes can be described exactly by a linear number of inequalities [Papadimitriou and Steiglitz, 1998, Schrijver, 2003]. For example, the convex relaxation corresponding to the extended cut polytope can be described as a convex optimization problem subject to $m + 1$ linear inequality constraints [Papadimitriou and Steiglitz, 1998, Jegelka and Bilmes, 2011c]. In particular, the relaxed optimization problem can be expressed as:

$$\min_x \tilde{f}(x)$$
subject to $x \in [0, 1]^{|E|}, \pi \in [0, 1]^{|V|}$

$$\pi(v) - \pi(u) + x(e) \geq 0, \forall e = (u, v) \in E$$

$$\pi(s) - \pi(t) \geq 1$$ (7.13)

In the above, the variables $\pi$ are additional variables that intuitively represent which vertices are reachable from $s$. Similarly, the extended path polytope is equivalent to the set of s-t flows with $x \leq 1$ [Schrijver, 2003, §13.2a]. This polytope can be described via $n + 1$ linear inequalities.

$$\min_x \tilde{f}(x)$$
subject to $x \in [0, 1]^{|E|}$

$$\sum_{e \in \delta^+(v)} x_e - \sum_{e \in \delta^-(v)} x_e = 0, \forall v \in V, v \neq s, t$$

$$\sum_{e \in \delta^+(s)} x_e - \sum_{e \in \delta^-(s)} x_e = 1,$$

$$\sum_{e \in \delta^+(t)} x_e - \sum_{e \in \delta^-(t)} x_e = -1$$ (7.14)

where $\delta^+(v)$ represents the set of edges entering the vertex $v$ and $\delta^-(v)$ represents the set of edges leaving the vertex $v$. 
The pruning step for paths and covers becomes a shortest path or minimum cut problem, respectively. As in the other cases, the approximations obtained from relaxations complement the bounds of \( P_{\text{max}} \) for paths and \( C_{\text{max}} \) for cuts shown in [Iyer et al., 2013b].

**Perfect Matchings.** Given a graph \( G = (V, E) \), the goal is to find a set of edges \( X \subseteq E \), such that \( X \) is a perfect matching in \( G \) and minimizes the submodular function \( f \). For a bipartite graph, the polytope \( \hat{P}_C \) can be characterized as \( \hat{P}_C = \{ x \in [0, 1]^{|E|} | \sum_{e \in \delta(v)} x(e) = 1 \text{ for all } v \in V \} \), where \( \delta(v) \) denotes the set of edges incident to \( v \). Similar to the case of Edge Cover, Theorem 7.1 implies an approximation factor of \( \deg(G) \leq |V| \), which matches the lower bound shown in [Goel et al., 2009, Iyer et al., 2013a].

### 7.4 Submodular Maximization

To relax submodular maximization, we use the multilinear extension and the concave extension.

We first show that this extension can be efficiently computed for a large subclass of submodular functions. As above, \( \mathcal{C} \) denotes the family of feasible sets, and \( \mathcal{P}_C \) the polytope corresponding to \( \mathcal{C} \). For maximization, it makes sense to consider \( \mathcal{C} \) to be down-monotone (particularly when the function is monotone). Such a down-monotone \( \mathcal{C} \) could represent, for example, matroid independence constraints, or upper bounds on the cardinality \( \mathcal{C} = \{ X : |X| \leq k \} \). Analogous to the case of minimization, an approximation algorithm for down-monotone constraints can be extended to up-monotone constraints, by using \( f'(X) = f(V \setminus X) \).

The relaxation algorithms use the multilinear extension (Eqn. (1.14)) which in general requires repeated sampling and can be very expensive to compute. Below, we show how this can be computed efficiently and exactly for many practical and useful submodular functions.

**Weighted Matroid Rank Functions.** A common class of submodular functions are sums of weighted matroid rank functions, defined as:

\[
    f(X) = \sum_i \max \{ w_i(A) | A \subseteq X, A \in \mathcal{I}_i \},
\]

(7.15)
for linear weights \( w_i(j) \). These functions form a rich class of coverage functions for summarization tasks [Lin, 2012]. Interestingly, the concave extension of this class of functions is efficiently computable [Calinescu et al., 2011, Vondrák, 2007]. Moreover, for a number of matroids, the multilinear extension can also be efficiently computed. In particular, consider the weighted uniform matroid rank function, \( f(X) = \sum \max\{w_i(A) | A \subseteq X, |A| \leq k\} \). The multilinear extension takes a nice form:

**Lemma 7.5.** The multilinear extension corresponding to the weighted uniform matroid rank function, \( f(X) = \max\{w(A) | A \subseteq X, |A| \leq k\} \), for a weight vector \( w \) can be expressed as

(7.16)

\[
\tilde{f}(x) = \sum_{i \in V} w_i x_i \sum_{l=1}^{\min(i,k)} P(x_1, \cdots, x_{i-1}, l-1)
\]

where

\[
P(x_1, \cdots, x_i, l) = \sum_{Z \subseteq S^i, |Z| = l} \prod_{s \in Z} x_s \prod_{t \in S^i \setminus Z} (1 - x_t).
\]

and \( S^i = \{1, 2, \cdots, i\} \).

**Proof.** Recall that the multilinear extension of \( f \) is

(7.17)

\[
\tilde{f}(x) = \sum_{X \subseteq V} f(X) \prod_{s \in X} x_s \prod_{t \in V \setminus X} (1 - x_t),
\]

where \( f(X) = \max\{w(A) | A \subseteq X, |A| \leq k\} \). We can rewrite this sum in terms of the weights. Any \( i \in V \) is only counted if it is among the \( k \) elements in \( X \) that have largest weight. Formally, let \( \mathcal{L}_i = \{X : i \text{ occurs as the } i^{th} \text{ largest element in } X\} \). Then

(7.18)

\[
\tilde{f}(x) = \sum_{i \in V} w_i \sum_{l=1}^{\min(i,k)} \sum_{X \in \mathcal{L}_i} \prod_{s \in X} x_s \prod_{t \in V \setminus X} (1 - x_t).
\]

This sum has a nice form. We can break the sets \( X \in \mathcal{L}_i \) into \( Y \cup Z \), where \( Y \) is a subset of
\{1, 2, \cdots, i - 1\} and \( Z \) is a subset of \( V \setminus \{1, 2, \cdots, i - 1\} \). With this, we may rewrite

\[
\sum_{X \in \mathcal{L}_i} \prod_{s \in X} x_s \prod_{t \in V \setminus X} (1 - x_t)
\]

\[
= \sum_{Y \subseteq S^{i-1}, \ |Y| = l-1, \ Z \subseteq V \setminus S^{i-1}} \prod_{s \in Y} x_s \prod_{t \in S^{i-1} \setminus Y} (1 - x_t) \prod_{u \in Z} x_u \prod_{v \in S'_i \setminus Z} (1 - x_v),
\]

where we wrote \( S'_i = V \setminus S^{i-1} \). Note that \( \sum_{Z \subseteq S'_i} \prod_{u \in Z} x_u \prod_{v \in S'_i \setminus Z} (1 - x_v) = 1 \) and hence,

\[
\sum_{X \in \mathcal{L}_i} \prod_{s \in X} x_s \prod_{t \in V \setminus X} (1 - x_t) = \sum_{Z \subseteq S'_i} \prod_{s \in Z} x_s \prod_{t \in S'_i \setminus Z} (1 - x_t).
\]

Interestingly, \( P(x_1, \cdots, x_i, l) \) admits a nice recursive relationship, and can be computed efficiently, and therefore also the multilinear extension of the weighted matroid rank function.

**Lemma 7.6.** \( P(x_1, \cdots, x_i, l) \) admits the following relationship,

\[
P(x_1, \cdots, x_i, l) = x_i P(x_1, \cdots, x_{i-1}, l - 1)
\]

\[
+ (1 - x_i) P(x_1, \cdots, x_i, l - 1).
\]

Moreover, for every \( i \in V \) and \( l \in [1, n] \), the matrix of values of \( P(x_1, \cdots, x_i, l) \), and hence the multilinear extension of \( \tilde{f} \) can be computed in \( O(n^2) \) time. Moreover, the gradient \( \nabla^a \tilde{f}(x) \) can be computed in \( O(n^3) \) time.

**Proof.** The proof of this follows directly from the fact that we divide the possible sets into those containing \( i \) and those not containing \( i \). Given this recursion, it is easy to see that the entire matrix of values of \( P(x_1, \cdots, x_i, l) \) can be obtained for all values of \( i \) and \( l \) in \( O(n^2) \) iterations. Moreover, given this matrix, we can obtain the expression of \( \tilde{f} \) also in \( O(n^2) \).

The above results immediately provide an expression of the multilinear extension of the Facility Location function.
Corollary 7.5. The multilinear extension corresponding of the Facility Location function \( f(X) = \sum_{i \in V} \max_{j \in X} s_{ij} \), for a similarity matrix \( s_{ij} \), can be expressed as

\[
\tilde{f}(x) = \sum_{i \in V} \sum_{l=1}^{n} s_{ij_l} x_{j_l} \prod_{m=1}^{l-1} (1 - x_{j_m}),
\]

(7.19)

where \( j_1^i, j_2^i, \ldots, j_n^i \) denote the elements closest to \( i \in V \), sorted in decreasing order by their similarity \( s_{ij} \). The function \( \tilde{f}(x) \) can be computed in \( O(n^2 \log n) \) time, and likewise the alternate gradient.

Proof. The expression for the multilinear extension follows immediately from Lemma 7.5 and 7.6. The extension can be computed by, for each \( i \in V \), sorting the elements by \( s_{ij} \), computing the products in one linear pass for each \( l \), and then the sum over \( l \) in another pass. Repeating this for each \( i \in V \) results in a running time of \( O(n(n + n \log n)) \).

We next consider the gradient \( \nabla^a \tilde{f}(x) \). For simplicity, we focus on the max function, i.e., \( f(X) = \max_{i \in X} s_i \). Assume w.l.o.g. that \( s_1 \geq s_2 \geq \cdots \geq s_n \). The gradient of this function is

\[
\nabla_j^a \tilde{f}(x) = s_j \prod_{l=1}^{j-1} (1 - x_l) - \sum_{i=j+1}^{n} s_i x_i \prod_{l=1}^{i-1} (1 - x_l).
\]

This follows since \( \nabla_j^a \tilde{f}(x) = \tilde{f}(x | x_j = 1) - \tilde{f}(x) \), where \( \tilde{f}(x | x_j = 1) \) is the expression of \( \tilde{f}(x) \) with \( x_j \) set to be 1. The multilinear extension for the max-function is \( \tilde{f}(x) = \sum_{i=1}^{n} s_i x_i \prod_{l=1}^{i-1} (1 - x_l) \), and hence,

\[
\tilde{f}(x | x_j = 1) = \sum_{i=1}^{j-1} s_i x_i \prod_{l=1}^{i-1} (1 - x_l) + s_j \prod_{l=1}^{j-1} (1 - x_l).
\]

Plugging both into the expression of the gradient, we get the above.

Then for every \( j \), we precompute \( M(x, j) = \prod_{l=1}^{j-1} (1 - x_l) \) and store it (this can be done in \( O(n) \), and \( O(n \log n) \) for sorting). Then

\[
\nabla_j^a \tilde{f}(x) = s_j M(x, j) - \sum_{i=j+1}^{n} s_i x_i M(x, i).
\]

(7.20)

Hence the entire alternate gradient can be computed in \( O(n \log n) \) time for the max function, and correspondingly in \( O(n^2 \log n) \) for facility location. \( \square \)
Lemma 7.5 provides an expression for the partial alternate gradient (since it is useful for maximizing monotone functions). For the complete gradient $\nabla^a f(x)$, there is a similar expression. The complete gradient is required for non-monotone submodular maximization, when the facility location function is used together with a non-monotone submodular function.

We can rewrite the gradients for some other matroids too, using similar techniques as above. For example, consider partition matroids. Let $B_1, B_2, \cdots, B_m$ be $m$ blocks of a partition of the ground set such that $B_i \cap B_j = \emptyset, \forall i, j$ and $\cup_i B_i = V$. Also let $d_1, \cdots, d_m$ be numbers such that $d_i \leq |B_i|, \forall i$. A set $X$ is independent in a partition matroid if and only if $|X \cap B_i| \leq d_i, \forall i$. The weighted rank function corresponding to the partition matroid is,

$$f(X) = \max\{ \sum_{i=1}^{m} w(Y_i), Y_i \subseteq X \cap B_i, |Y_i| \leq d_i \}$$

The last equality holds since the $B_i$’s are disjoint. Hence, the weighted matroid rank function for a partition matroid is a sum of rank functions corresponding to uniform matroids defined over the subsets $B_i$. Hence Lemma 7.17 directly provides an expression for the multilinear extension.

**Set Cover function.** This function is widely used in applications, capturing notions of coverage [Lin, 2012]. Given a collection of sets $\{S_1, \cdots, S_n\}$ and the universe $\mathcal{U} = \cup_i S_i$, define $f(X) = w(\cup_{i \in X} S_i)$, where $w_j$ denotes the weight of item $j \in \mathcal{U}$. This setup can alternatively be expressed via a neighborhood function $\Gamma : 2^V \rightarrow 2^\mathcal{U}$ such that $\Gamma(X) = \cup_{i \in X} S_i$. Then $f(X) = w(\Gamma(X))$. Let $\Gamma^{-1}(j) = \{i \in V : j \in \Gamma(i)\}$. Then the multilinear extension has a simple form:

**Lemma 7.7.** The multilinear extension corresponding to the set cover function $f(X) =$
$w(\Gamma(X))$ is

$$\tilde{f}(x) = \sum_{j \in U} w_j [1 - R(x, j)], \quad (7.21)$$

where $R(x, j) = \prod_{i \in \Gamma^{-1}(j)} (1 - x_i)$. The multilinear extension can be computed in $O(n^2)$ time. Moreover, the gradient $\nabla^a \tilde{f}(x)$ is

$$\nabla^a \tilde{f}(x) = \sum_{j \notin \Gamma(k)} w_j R(x, j), \quad (7.22)$$

and the entire vector $\nabla^a \tilde{f}(x)$ can be computed in $O(n^2)$ time.

Proof. Again, we express this sum in terms of the weights $w$. In particular,

$$\tilde{f}(x) = \sum_{j \in U} w_j \sum_{X \in \Gamma(X)} \prod_{s \in X} x_s \prod_{t \in X} (1 - x_t)$$

$$= \sum_{j \in U} w_j \sum_{X \in \Gamma(X) \setminus \Gamma^{-1}(j)} \prod_{s \in X} x_s \prod_{t \notin X} (1 - x_t)$$

$$= \sum_{j \in U} w_j \big[1 - \sum_{X \in \Gamma(X) \setminus \Gamma^{-1}(j)} \prod_{s \in X} x_s \prod_{t \notin X} (1 - x_t)\big]$$

$$= \sum_{j \in U} w_j \big[1 - \prod_{t \in \Gamma^{-1}(j)} (1 - x_t)\big]$$

where the last inequality follows from the fact that

$$\sum_{X : X \subseteq V \setminus \Gamma^{-1}(j)} \prod_{s \in X} x_s \prod_{t \notin X} (1 - x_t) =$$

$$\prod_{u \in \Gamma^{-1}(j)} (1 - x_u) \sum_{X : X \subseteq V \setminus \Gamma^{-1}(j)} \prod_{s \in X} x_s \prod_{t \in \Gamma^{-1}(j) \setminus X} (1 - x_t)$$

$$= \prod_{t \in \Gamma^{-1}(j)} (1 - x_t)$$
The second part also directly follows from the first, as

\[ \nabla_k^a \tilde{f}(x) = \tilde{f}(x|x_k = 1) - \tilde{f}(x) \]

\[ = \sum_{j: k \in \Gamma^{-1}(j)} w_j [1 - R(x, j)] + \sum_{j: k \notin \Gamma^{-1}(j)} w_j - \tilde{f}(x) \]

\[ = \sum_{j: k \notin \Gamma^{-1}(j)} w_j R(x, j) \]

\[ = \sum_{j \notin \Gamma(k)} w_j R(x, j) \]

In order to compute the vector \( \nabla^a \tilde{f}(x) \), first we precompute \( R(x, j) \) for all \( j \). This can be done in \( O(n^2) \) time. Then using the values of \( R(x, j) \), we can compute \( \nabla_k^a \tilde{f}(x) \), \( \forall k \) also in \( O(n^2) \).

The gradient \( \nabla \tilde{f}(x) \) can be computed analogously.

**Probabilistic Coverage Functions.** A probabilistic generalization of covering functions of the form \( f(X) = \sum_{i \in U} w_i [1 - \prod_{j \in X} (1 - p_{ij})] \) has been used for summarization problems [El-Arini et al., 2009]. If \( p_{ij} \) is binary (either \( i \) covers \( j \) or not), we obtain a standard set cover function. The multilinear extension of probabilistic coverage functions is also efficiently computable

\[ \tilde{f}(x) = \sum_{i \in U} w_i [1 - \prod_{j \in V} (1 - p_{ij} x_j)]. \] (7.23)

This form follows from Proposition 7.2 (below), since this is a pseudo-Boolean function.

**Graph Cut functions.** Graph cuts are a widely used class of functions. Their multilinear extension also admits closed form representation. Graph cut functions are of the form

\[ f(X) = \sum_{i \in X, j \notin X} s_{ij}. \] (7.24)

Its multilinear extension is also easily expressed:
Lemma 7.8. The multilinear extension of the graph cut function and its gradient have closed form expressions

\[ \tilde{f}(x) = \sum_{i,j \in V} s_{ij}x_i(1 - x_j), \quad \nabla_i \tilde{f}(x) = \sum_{j \in V} s_{ij}(1 - 2x_j) \]

For asymmetric cut functions \( f(X) = \sum_{i \in V, j \in X} s_{ij} \), the expressions are

\[ \tilde{f}(x) = \sum_{i,j \in V} s_{ij}x_j, \quad \nabla_i \tilde{f}(x) = \sum_{j \in V} s_{ij} \]

In both cases above, the multilinear extension and the corresponding gradient can be computed in \( O(n^2) \) time.

Proof. We rewrite the multilinear extension in terms of the \( s_{ij} \) to obtain the quadratic polynomial

\[ \tilde{f}(x) = \sum_{i,j \in V} s_{ij} \sum_{X \in X, j \notin X} \prod_{s \in X} x_s \prod_{t \notin X} (1 - x_t) \]

\[ = \sum_{i,j \in V} s_{ij}x_s(1 - x_t) \]

We can similarly derive the expression for the asymmetric graph cut function and the gradients for both expressions. \( \square \)

These quadratic functions have been widely used in computer vision.

A related function is a similarity-penalizing function: \( f(X) = -\sum_{i,j \in X} s_{ij} \). This function has been used for encouraging diversity [Lin and Bilmes, 2011c, Lin, 2012].

Lemma 7.9. The multilinear extension and the gradient for the function \( f(X) = -\sum_{i,j \in X} s_{ij} \) are

\[ \tilde{f}(x) = -\sum_{i,j \in V} s_{ij}x_i x_j, \quad \nabla_i \tilde{f}(x) = -\sum_{j \in V} s_{ij}x_j \]

(7.28)
Table 7.3: Complexity of evaluating the multilinear extensions and their gradients for both
the optimized closed forms given in this chapter and for sampling at high accuracy.

\[
\tilde{f}(x) = -\sum_{i,j \in V} s_{ij} \sum_{X: i \in X, j \not\in X} \prod_{s \in X} x_s \prod_{t \not\in X} (1 - x_t)
\]

(7.29)

\[
= -\sum_{i,j \in V} s_{ij} x_i x_j,
\]

(7.30)

and similarly for the gradient.

\[\square\]

This function is often used with other coverage type functions (for example, graph cut or
set cover) [Lin, 2012], and since the multilinear extension is commutative, the above forms
provide closed form expressions for a number of objective functions that promote diversity
and coverage.

**Sparse Pseudo-Boolean functions.** For graphical models, in particular in computer
vision, set functions are often written as polynomials [Ishikawa, 2009]. Any set function can
be written as a polynomial, 

\[p_f(x) = \sum_{T \subseteq V} \alpha_T \prod_{i \in T} x_i,\]

where \(x \in \{0, 1\}^n\) is the characteristic
vector of a set. In other words, \(f(S) = \sum_{T \subseteq S} \alpha_T\). Submodular functions are a subclass
of these polynomials. This representation directly gives the multilinear extension as the
same polynomial, 

\[\tilde{f}(x) = \sum_{T \subseteq V} \alpha_T \prod_{i \in T} x_i,\]

and is efficiently computable if the polynomial is sparse, i.e., has few nonzero coefficients \(\alpha_T\). This is the case for graph cut like functions
above and for the functions considered in [Stobbe and Krause, 2012, Ishikawa, 2009]. This
analogy is implicitly known, but we formalize it for completeness.
Proposition 7.2. The polynomial representation is the multi-linear extension: \( \tilde{f}(x) = p_f(x) \).

Proof. Recall that the multilinear extension is equivalent to the expectation for a product distribution of Bernoulli random variables, \( P(S) = \prod_{i \in S} x_i \prod_{j \notin S} x_j \). We see that

\[
\tilde{f}(x) = \sum_{S \subseteq V} p(S) \sum_{T \subseteq S} \alpha_T
\]

\( = \sum_{T \subseteq V} \alpha_T \sum_{S \supseteq T} p(S) \)

\( = \sum_{T \subseteq V} \alpha_T \sum_{S \supseteq T} p(T)p(S \setminus T \mid T) \)

\( = \sum_{T \subseteq V} \alpha_T \prod_{i \in T} x_i \sum_{A \subseteq V \setminus T} p(A) \)

\( = \sum_{T \subseteq V} \alpha_T \prod_{i \in T} x_i = p_f(x). \)

In the last step, we used that \( p(A \mid T) = p(A) \) and that \( \sum_{A \subseteq V', P(A) = 1 \text{ for all } V'} \). □

Spectral functions. Diversity can also be encouraged via spectral regularizers [Das et al., 2012]. Given a positive definite matrix \( S \in \mathbb{R}^{n \times n} \), define \( S_X \) to be the \( |X| \times |X| \) sub-matrix of the rows and columns indexed by \( X \). Any scalar function \( \psi \) whose derivative is operator-antitone defines a submodular function, \( f(X) = \sum_{i=1}^{|X|} \psi(\lambda_i(S_X)) \), by applying it to the eigenvalues of \( S_X \) [Friedland and Gaubert, 2011]. The resulting class of submodular functions includes the log determinants occurring in DPP inference [Gillenwater et al., 2012], and, more generally, a smoothed log-determinant function \( f(X) = \log \det(S_X + \delta I_X) = \sum_{i=1}^{|X|} \log(\lambda_i(S_X) + \delta) \). It is monotone for \( \delta \geq 1 \), and has an efficiently computable soft-max extension that is similar to the multilinear extension [Gillenwater et al., 2012]. This extension is \( \tilde{f}_s(x) = \log(\sum_{X \subseteq V} \exp(f(X)) \prod_{i \in X} x_i \prod_{j \notin X} (1-x_j) \) and shares several desirable theoretical properties with the multilinear extension\(^4\). A related function that encourages diversity is \( f(X) = -\sum_{i=1}^{|X|} (\lambda_i(S_X) - 1)^2 \) [Das et al., 2012].

\(^4\)The results in [Gillenwater et al., 2012] are shown only for \( \delta = 0 \), i.e log-determinant functions. However, it is easy to see that the soft max extension can be computed for any value of \( \delta > 0 \) efficiently.
Note that $-\sum_{i=1}^{\|X\|} \lambda_i^2(S_X) = -\text{trace}(S_X^T S_X) = -\sum_{i,j \in X} s_{ij}^2$. The multilinear extension of this function also takes a nice form.

**Lemma 7.10.** The spectral function $f(X) = -\sum_{i=1}^{\|X\|}(\lambda_i(S_X) - 1)^2$ can also be directly expressed as

$$f(X) = -\sum_{i,j \in X} s_{ij}^2 + 2\sum_{i \in X} s_{ii} + |X|. \quad (7.36)$$

The multilinear extension and its gradient are

$$\tilde{f}(x) = -\sum_{i,j \in V} s_{ij}^2 x_i x_j + \sum_{i \in V} (2s_{ii} + 1),$$

$$\nabla_i \tilde{f}(x) = -\sum_{j \in V} s_{ij}^2 x_j + 2s_{ii} + 1$$

Both expressions can be computed in $O(n^2)$ time.

**Proof.** The proof of this lemma follows from Lemma 7.9 and from the fact that the multi-linear extension of a modular function is its linear extension – i.e given a function $f(X) = \sum_{i \in X} s_i$, its multilinear extension is $\tilde{f}(x) = \sum_{i \in V} s_i x_i = \langle s, x \rangle$. \hfill \qed

**Concave over modular functions.** Finally, we consider functions of the form $f(A) = g(|A|)$ where $g$ is a concave function. Such functions are submodular, and have simple extensions.

**Lemma 7.11.** The multilinear extension of the concave over cardinality function $f(A) = g(|A|)$ is

$$\tilde{f}(x) = \sum_{i=1}^{n} g(i) P(x_1, \cdots, x_n, i), \quad (7.37)$$

where

$$P(x_1, \cdots, x_n, i) = \sum_{Z \subseteq V, |Z| = i} \prod_{s \in Z} x_s \prod_{t \notin Z} (1 - x_t).$$

The term $P(x_1, \cdots, x_n, i)$ can be computed in linear time (excluding the computation of constants), and correspondingly $\tilde{f}(x)$ in $O(n^2)$. 

Proof. The proof of this Lemma follows directly from definition of the multilinear extension, and from Lemmas 7.5 and 7.6.

One may generalize this to sums \( f(X) = \sum_i g_i(m_i(X)) \) of concave over modular functions, where the \( g_i \) are concave and the \( m_i \) are modular. This class of functions has a natural concave extension: \( \tilde{f}(x) = \sum_i g_i((x, m_i)). \)

Given expressions for the functions above, we can also handle weighted combinations \( f(X) = \sum_i \lambda_i f_i(X) \), since its multilinear extension is \( \tilde{f}(x) = \sum_i \lambda_i \tilde{f}_i(x) \). In the following sections, we briefly describe relaxation algorithms and rounding schemes for maximization.

7.4.1 Monotone Maximization

We first investigate monotone submodular maximization subject to matroid independence constraints \( \mathcal{I} \). The technique for maximizing the multilinear extension is the continuous greedy algorithm [Vondrák, 2008], which is a slight modification of the Frank-Wolfe algorithm [Frank and Wolfe, 1956], with a fixed step size.

- Find \( h^t = \arg\max_{h' \in \mathcal{P}_c} \langle h', \nabla^a \tilde{f}(x^t) \rangle \).

- \( x^{t+1} = x^t + \delta h^t \), with the step size \( \delta = 1/n^2 \).

Here \( \nabla^a \) is the alternate gradient. In each iteration, the algorithm takes a step \( x^{t+1} = x^t + \delta h^t \) (with step size \( \delta = 1/n^2 \)) in the direction \( h^t = \arg\max_{h' \in \mathcal{P}_c} \langle h', \nabla^a \tilde{f}(x^t) \rangle \) best aligned with the alternate gradient. This continuous greedy procedure terminates in \( O(n^2) \) iterations, after which we are guaranteed to obtain a point \( x \) such that \( \tilde{f}(x) \geq (1 - 1/e) \tilde{f}(x^*) \) [Calinescu et al., 2011, Vondrák, 2007]. Moreover, using the pipage rounding technique (in particular, the deterministic variant [Vondrák, 2008]) ensures that we can round the continuous solution to a set in \( O(n^2) \) function calls.

A naïve computation of the generic multilinear extension in Eqn. (1.14) or its gradient takes exponential time. To compute these in polynomial time, we can use sampling. For
obtaining an accuracy better than $1/n^2$, we need $O(n^5)$ samples for the multilinear extension or for each coordinate of its gradient [Vondrák, 2008, Vondrák, 2007]. This implies a complexity of $O(n^6)$ function evaluations for the gradient and $O(n^5)$ function evaluations for the extension itself, thus implying the algorithm’s complexity as $O(n^8T_{\nabla f})$, where $T_{\nabla f}$ is the time of evaluating the gain of $f$. For facility location, this means a running time of $O(n^9\log n)$, and for set cover functions $O(n^9)$. The specialized expressions in Section 7.4 however lead to algorithms that run several orders of magnitude faster. With $O(n^2)$ iterations, the time becomes $O(n^2T_{\nabla f})$, where $\nabla \tilde{f}$ is the time to compute the gradient of $\tilde{f}$. Table 7.3 compares the function evaluation times for some practically very useful submodular functions. Moreover, we can use mixtures of these submodular functions, each with efficiently computable multilinear extensions, and compute the resulting multilinear extension also efficiently. While this is still slower than the accelerated greedy algorithm [Minoux, 1978], it gains power for more complex constraints, such as matroid independence constraints, where the discrete greedy algorithm only achieves an approximation factor of $1/2$, whereas the continuous greedy obtains at least a $1 - 1/e$ factor. Similarly, the continuous greedy algorithm achieves a $1 - 1/e$ approximation guarantee for multiple knapsack constraints [Kulik et al., 2009], while the discrete greedy techniques do not yet have such guarantees. Hence, the formulations above make it possible to use the optimal theoretical results with a more manageable running time.

7.4.2 Non-Monotone Maximization

In the non-monotone setting, we must find a local optimum of the multilinear extension. We could use, for example, a Frank-Wolfe style algorithm [Frank and Wolfe, 1956] and run it until it converges to a local optimum. It is easy to see that at convergence, $x$ satisfies $\langle \nabla \tilde{f}(x), y - x \rangle \leq 0, \forall y \in \mathcal{P}_C$ and is a local optimum. Practically, this would mean checking if $\arg\max_{y \in \mathcal{P}_C} \langle y, \nabla \tilde{f}(x) \rangle = x$. For simple or no constraints, we could also use a method like L-BFGS. Running this procedure twice, we are guaranteed to obtain a $0.25$ approximate solution [Chekuri et al., 2011]. This procedure works for any down-monotone constraint $\mathcal{C}$. Moreover, this procedure with a slightly different extension has been successfully applied in
practice to MAP inference with determinantal point processes [Gillenwater et al., 2012].

A generic rounding strategy for submodular maximization problems was given by [Chekuri et al., 2011], and works for a large class of constraints (including matroid, knapsack constraints, and a combination thereof). Without constraints, this amounts to sampling a set by a distribution based on the continuous solution $x$ — it will satisfy $E_{X \sim x} f(X) = \tilde{f}(x)$. In practice, however, this may not work well. Since the multilinear extension is linear in any coordinate (holding the other ones fixed), a simpler coordinate ascent scheme of choosing the better amongst 0 or 1 for any fractional coordinate will guarantee a deterministic procedure of obtaining an integral solution no worse than the continuous one.

The above algorithms and rounding techniques offer a general and optimal framework, even for many complex constraints. Moreover, many of the best algorithms for non-monotone submodular maximization are based on the multilinear extension. For example, the best known algorithm for cardinality constrained non-monotone submodular maximization [Buchbinder et al., 2014] uses a continuous double greedy algorithm on the multilinear extension. However, the practical utility of those algorithms is heavily impaired by computational complexity. In fact, non-monotone functions even require $O(n^7)$ samples [Chekuri et al., 2011]. For DPPs, [Gillenwater et al., 2012] used an extension that is practical and close to the multilinear extension. Since they do not use the multilinear extension, the above rounding schemes do not imply the same approximation bounds as for the multilinear extension, leaving the worst-case approximation quality unknown. The expressions we show above use the multilinear extension and maintain its benefits, demonstrating that for many functions of practical interest, sampling, and hence extremely high complexity, is not necessary. This observation is a step from theory into practice, and allows for the improved approximations to be used in practice.

### 7.4.3 Integrality Gaps

Surprisingly, the multilinear extension has an integrality gap of 1 for a number of constraints including the matroid and cardinality constraints, since it is easy to round it exactly (using
say, the pipage rounding or contention resolution schemes [Calinescu et al., 2011, Chekuri et al., 2011]). The concave extension however, can have integrality gaps arbitrarily close to \(e/(e - 1)\) even for simple matroids [Vondrák, 2007]. Hence, even though it is possible to exactly optimize it in certain cases (for example, for weighted matroid rank functions), the rounding only guarantees a \(1 - 1/e\) approximation factor.

### 7.5 Difference Of Submodular (DS) Optimization

Finally, we investigate minimizing the differences between submodular functions. Given submodular functions \(f\) and \(g\), we consider the following minimization problem: \(\min_{X \in \mathcal{C}} (f(X) - g(X))\). In fact, any set function can be represented as a difference between two non-negative monotone submodular functions [Narasimhan and Bilmes, 2005, Iyer and Bilmes, 2012b]. In the unconstrained setting, \(\mathcal{C} = 2^V\). A natural continuous relaxation (not necessarily convex) is \(\tilde{h}(x) = \tilde{f}(x) - \tilde{g}(x)\). The continuous problem is a DC programming problem, and can be addressed (often very efficiently) using the convex-concave procedure [Yuille and Rangarajan, 2003]. Moreover, thanks to the special structure of the Lovász extension, there exists a simple rounding scheme for the unconstrained version.

**Lemma 7.12.** Given submodular functions \(f\) and \(g\), and a continuous vector \(x\), there exists a \(\theta \in (0, 1)\) such that \(f(X_\theta) - g(X_\theta) \geq \tilde{f}(x) - \tilde{g}(x)\), where \(X_\theta = \{x \geq \theta\}\). Moreover, the integrality gap of \(\tilde{h}(x)\) (in the unconstrained setting) is equal to 1.

**Proof.** Recall that given a point \(z \in [0, 1]^n\), we can find a chain of sets \(\emptyset = Z_0 \subset Z_1 \subset Z_2 \subset \cdots \subset Z_k\) corresponding to \(z\), such that \(z = \sum_{j=1}^k \lambda_j 1_{Z_j}\). Then the Lovász extension can be written as \(\tilde{f}(z) = \sum_{j=1}^k \lambda_j f(Z_j)\). This chain is independent of the function \(f\) and hence, given functions \(f\) and \(g\), we have that

\[
\tilde{h}(z) = \sum_{j=1}^k \lambda_j h(Z_j) \tag{7.38}
\]

It is then easy to see that one of \(h(Z_j)\) for \(j = 1, 2, \cdots, k\) must have a value less than or equal to \(\tilde{h}(z)\), thus completing the proof. \(\square\)
The above lemma shows that in at most $O(n)$, we can round the continuous solution without any loss. Unfortunately, these results do not seem to extend straightforwardly to combinatorial constraints. Although the relaxed difference of convex optimization problem can itself be solved via the convex-concave procedure if the polytope $P_C$ corresponding to the constraints can be characterized efficiently, the $\theta$-rounding procedure no longer retains any guarantees. However, a procedure like threshold rounding might still provide a feasible solution if the constraints are up-monotone, and taking the best amongst the feasible rounded sets might still work well in practice.

7.6 Discussion

In this work, we have offered a unifying view on continuous relaxation methods for submodular optimization. For minimization problems with various constraints, we provide a generic rounding strategy with new approximation bounds and matching integrality gaps. For maximization, we summarize efficiently computable expressions for many practically interesting submodular functions. This is a useful step towards transferring optimal theoretical results to real-world applications. An interesting question remains whether there exist improved sampling schemes for cases where the multilinear extension is complex. In this chapter, we propose relaxation based algorithms for Problems 1, 2 and 3. An open problem is whether these techniques can be extended to Problems 4 and 5 (i.e. SCSC and SCSK as well). Note that both these problems are special cases of Problems 1 and 2. The main difficulty, however, is to express the constraints in this setting as linear programs. In the cases where the constraints can be expressed through a polynomial number of linear inequalities, however, we could use the techniques proposed in this chapter to get guarantees for both these problems. Another open problem from this chapter, is to investigate the role of complexity parameters like curvature etc. in the approximation bounds. Currently our bounds do not depend on these parameters.
Chapter 8

CONCLUSIONS

This thesis has presented unifying approaches for submodular optimization, while focusing on scalability to large scale data subset selection applications. We show how these approaches unify several existing algorithms, and provide new algorithms for many forms of submodular optimization, including submodular minimization, submodular maximization, difference of submodular optimization, and submodular optimization subject to submodular constraints. We study theoretical properties of these algorithms, as well as the hardness of the underlying optimization problems. We also highlight novel theoretical characterizations, which provide better connections between theory and practice. Finally, we demonstrate the applicability of our algorithms on synthetic data as well as several real world problems including image correspondence, summarization, feature subset selection and limited vocabulary corpus selection etc. We conclude with some open problems.

- In this dissertation (particularly chapters 3 and 4), we investigated several theoretical constructs like the curvature, monotonicity ratio and submodularity ratio, which offer improved results for submodular minimization and maximization. These bounds provide the first step in connecting theory and practice. However, there is still a big gap. Several submodular functions obtain worst case factors close to 1 for these optimization problems, which contrasts the weaker worst case guarantees even if we consider these parameters. An open problem is to investigate other important constructs connected to submodular optimization, which could shed more light into the gap between the approximation factors observed in practice and the worst case ones.

- Another possible research direction could be to investigate the performance of our
algorithms for subclasses of submodular functions, which occur naturally in practice. Note that the worst case approximation bounds hold for several contrived subclasses of submodular functions. Correspondingly, a very important problem is to investigate classes of submodular functions which occur more naturally in applications, and study the worst case behavior for these subclasses of functions.

- In Chapter 4, we unified several submodular maximization schemes from an algorithmic perspective. However, we do not offer new theoretical insights into the guarantees. It might be useful to consider a unifying theoretical perspective, and a proof framework to derive many of the approximation guarantees for these problems. This could help in providing improved theoretical approximation guarantees for many open problems in submodular maximization.

- Most of the algorithms proposed in this work were based on first order (i.e modular) upper and lower bounds, which we have called the semigradients of a submodular function. This is akin to the gradient based algorithms in convex optimization. A natural question is whether second order methods could provide improved guarantees for several of these problems. In particular, one could construct second order (possibly graph-cut) based upper and lower bounds, which might yield better theoretical results.

- Finally, we note that results presented in Chapter 7 were worst case polynomial guarantees, and do not seem to be dependent on the curvature. An interesting open problem, is if these approximation bounds could be naturally extended to include the curvature of a submodular function.

The focus of this thesis was primarily theoretical, with the aim of characterizing a unifying class of algorithms, approximation bounds and hardness results for various flavors of submodular optimization. In every case, we motivated these applications by several real world applications, and also investigated many of these applications in the experiments section of
each chapter. As future work, we would like to investigate these algorithms in many other real world applications, which motivated a lot of this work.
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