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We present a method for constructing a statistical machine translation system automatically from unannotated examples in a manner consistent with the principles of dependency grammar. The method involves learning a generative statistical model of paired dependency derivations of source and target sentences. Such a dependency transduction model consists of collections of weighted head transducers.

Head transducers are finite state machines with different formal properties from ‘standard’ finite state transducers. When applied to machine translation, the acquired head transducers are applied ‘middle out’, efficiently converting source head words and dependents directly into their counterparts in the target language. We present experimental results on the accuracy of our models for English-Spanish and English-Japanese translation, the training examples being pairs of transcribed spontaneous utterances and their translations.

A hierarchical decomposition of bi-language strings emerges from our training process; this decomposition may or may not correspond to familiar linguistic phrase structure. However, no explicit semantic representations are involved, suggesting an approach to language processing in which natural language itself is the semantic representation.
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1. Introduction

In the past half century, there have been a great variety of approaches to machine translation. Broadly, these approaches can be caricatured as viewing translation as ‘just another string manipulation program’, as ‘mapping meaning representations’, or as ‘decoding a noisy channel’. We attempt to capture (at least implicitly) important aspects of each of these approaches, while maintaining a simple design, by developing a statistical model of string transduction constrained by an emergent hierarchical structure.

This approach makes use of head transducers, small finite state transducers associated with pairs of lexical items. A collection of weighted head transducers forms a bilingual model (a dependency transduction model) suitable for direct translation. Our original motivation for developing head transducers was that they are both lexical and statistical, thus addressing the special robustness and efficiency requirements of spoken language translation, our primary target application. Dependency transduction models are simple enough be learned fully automatically from bilingual corpora, but nonetheless can capture the phrasal structure of natural language as modeled by dependency trees. In dependency grammar (for example, Hays 1964,
Hudson 1984), a lexical item \( w \) in a sentence is a dependent of some other lexical item, the head of \( w \), resulting in a hierarchical phrase structure based entirely on lexical relations. (For now we can take a lexical item to be a space-separated word.) Statistical approaches to translation are by their nature more robust than constraint-based approaches (such as those referred to in Hutchins & Somers 1992) because the availability of a numerical function for comparing hypotheses allows the selection of the best translation from alternatives produced by models that over-generate. In contrast, purely constraint-based translation systems, with no such ranking function, must instead either limit the hypotheses they produce, with the increased risk of having no hypothesis, or produce a large number of hypotheses with no way to choose among them. Statistical models can also lead to efficiency since the availability of a function for ranking partial hypotheses often makes efficient dynamic programming algorithms possible, as is the case for the transduction model described here.

Lexical models directly enhance efficiency in that only elements of the model relevant to lexical items in the input need to be considered. For example, in head transducer models, only the transducers associated in the lexicon with words in the input come into play in translation. Unlike traditional stochastic context free grammars (Booth 1969), lexical models facilitate statistical training methods that are sensitive to lexical collocations and the idiosyncrasies of lexical items.

The fully automatic construction of translation models offers benefits in terms of development effort and potentially in robustness over methods requiring hand-coding of linguistic information. However, there are disadvantages to the automatic approaches proposed so far. The various methods developed at IBM described by Brown et al (1990, 1993) do not take into account the natural structuring of strings into phrases. The IBM models were also inefficient compared to those described here. Example-based translation, exemplified by the work of Sumita and Iida (1995), requires very large amounts of training material. When faced with pairs of languages with large word order differences, the number of states in a simple finite state model such as those used by Vilar et al. (1996) can become extremely large. The work reported by Wu (1997), which uses an inside-outside type of training algorithm to learn statistical context-free transduction, has a similar motivation to the current work, but the models we describe here, being fully lexical, are more suitable for direct statistical modeling.

We have already shown that a dependency transduction model with hand-coded structure can be trained to give better accuracy than a comparable transfer-based system, with smaller model size, computational requirements, and development effort (Alshawi et al. 1997). In other work (Alshawi et al. 1998) we further explained how both the network topology and parameters of a dependency transduction model can be learned fully automatically from a corpus of transcribed speech utterances and their translations.

In this article we describe a method for automatic training of dependency transduction models that is simpler than our earlier method but slightly more accurate on our test sets. We have applied this to building limited-domain spoken language translation systems for English-Spanish and English-Japanese. Here we concentrate on the translation component and more specifically on its performance on transcribed spoken input.

In §2 we introduce weighted head transducers and in §3 we describe the statisti-
cal dependency transduction models based on them. In §4 we introduce hierarchical alignments (or synchronized dependency trees) which correspond to derivations in a dependency transduction model. A method for training dependency transduction models using only transcribed utterances paired with their translations is described in §5; the method is based on tracing transducers consistent with an automatically produced hierarchical alignment of each transcription/translation pair in the training corpus. Tests of some trained transduction models are presented in §6, and in §7 we offer an assessment of the results.

2. Weighted Head Transducers

As we have indicated, dependency transduction models are collections of weighted head transducers. In this application of head transducers (there may be others) the weights are interpreted as statistical parameters of the dependency transduction model. Specifically, the weights are negated log probabilities and hence can be interpreted as costs in a dependency transduction model derivation. In this section we describe the basic structure and operation of a weighted head transducer.†

(a) States and transitions

A weighted head transducer consists of input and output alphabets; a set $Q$ of states $q_0, q_1, \ldots$, of which a subset $I$ are the initial states and a subset $F$ are the final states; and a set of state transitions. Each initial state is associated with a pair $(w, v)$, $w$ being an input symbol and $v$ an output symbol. A transition from state $q$ to state $q'$ has the form

$$\langle q, q', w', v', \alpha, \beta, c \rangle$$

where $w'$ is a input symbol; $v'$ is an output symbol; the integer $\alpha$ is the input position; the integer $\beta$ is the output position; and the real number $c$ is the weight of the transition.

The interpretation of $q$, $q'$, $w'$, and $v'$ in transitions is similar to left-to-right transducers, i.e. in transitioning from state $q$ to state $q'$, the transducer 'reads' input symbol $w'$ and 'writes' output symbol $v'$. The difference lies in the interpretation of the read position $\alpha$ and the write position $\beta$. To interpret the transition positions as transducer actions, we consider notional input and output tapes divided into squares. On such a tape, one square is numbered 0, and the other squares are numbered 1, 2, … rightwards from square 0, and $-1, -2, \ldots$ leftwards from square 0 (figure 1). A transition with input position $\alpha$ and output position $\beta$ is interpreted as reading the input symbol for the transition from square $\alpha$ on the input tape and writing the output symbol on square $\beta$ of the output tape.‡

† Here final states are simply a subset of the transducer states whereas in earlier work (e.g. Alshawi 1996a) we have described the more general formulation in which final states are specified by a probability distribution.

‡ If another transition is taken with the same input position $\alpha$ (or output position $\beta$) as a previously taken transition, then a symbol is read (respectively written) from the next square adjacent to $\alpha$ (or $\beta$) away from the head.
The operation of a head transducer is non-deterministic. First, one of the symbols $w$ (not necessarily the leftmost) in the input string is chosen, together with an initial state $q \in I$ associated with $(w, v)$ for some output symbol $v$. $w$ is considered to be at square 0 of the input tape and $v$ at square 0 of the output tape. A sequence of state transitions is then taken until a final state $F$ is reached. For a derivation to be valid, it must read each symbol in the input string exactly once. At the end of a derivation, the output string is formed by taking the sequence of symbols on the target tape, ignoring any empty squares on this tape.

The cost of a derivation of an input string to an output string by a weighted head transducer is the sum of the weights of transitions taken in the derivation. The string-to-string transduction relation defined by a head-transducer maps an input string to the output string produced by the lowest cost valid derivation taken over all initial states and initial symbols.

3. Dependency Transduction Models

(a) Dependency transduction with head transducers

In this section we describe dependency transduction models, collections of head transducers applied hierarchically. A translation system could be built in which entire sentences are translated by single head transducers. However, this would not capture sufficient generalization, resulting in large models and data sparseness. We therefore apply the transducers hierarchically, taking advantage of the locality of phrasal structure in natural language.

The collection of transducers derives pairs of dependency trees, a source language dependency tree and a target dependency tree. A dependency tree for a sentence, in the sense of dependency grammar, is a tree in which the actual words of the sentence appear as nodes (there are no non-terminal symbols). In such a tree, the parent of a node is its head and a child of a node is a dependent of that node.

The source and target dependency trees derived by a dependency transduction model are ordered, i.e. there is an ordering on the nodes of each local tree. This means, in particular, that the target sentence can be constructed directly by a sim-
ple recursive traversal of the target dependency tree. Each derived pair of source
and target trees is synchronized in the sense that there is a one-one mapping be-
tween non-trivial local trees in the source and target dependency trees. An example
is given in figure 2, showing synchronized dependency trees derived for transduc-
ing I want to make a collect call into quiero hacer una llamada de cobrar. Thus
synchronized dependency trees (or hierarchical alignments—see §4) are to depen-
dency transduction models what phrase structure trees are to probabilistic phrase
structure grammars.

Head transducers and dependency transduction models are related as follows:
Each pair of local trees produced by a dependency transduction derivation is the
result of a head transducer derivation. Specifically, the input to such a head trans-
ducer is the string corresponding to the flattened local source dependency tree.
Similarly, the output of the head transducer derivation is the string corresponding
to the flattened local target dependency tree. In other words, the head transducer
is used to convert a sequence consisting of a head word w and its left and right
dependent words to a sequence consisting of a target word v and its left and right
dependent words. †

In order to cope with differences in length between source and target strings,
we add an empty symbol ε to each of the source and target vocabularies. Currently
we only allow occurrences of ε as leaves in the source and target dependency trees.

(b) Optimal derivations

We have not yet indicated what weights to use for head transducer transitions.
The definition of head-transducers as such does not constrain these. However, for
a dependency transduction model to be a statistical model for generating pairs of
strings, we assign transition weights that are derived from conditional probabilities.
Several probabilistic parameterizations can be used for this purpose including the
following for a transition with head words w and v and dependent words w' and v':

$$P(q', w', v', \alpha, \beta|w, v, q).$$

† Dependency transduction models solve a problem encountered in using recursive transition
networks for transduction of stochastic phrase structure grammars: strict left-to-right processing
in both languages in a transducing RTN requires delaying output with epsilon transitions. In
dependency transduction models, the use of transition positions relative to heads allows cor-
responding source and target words to be present on the same transition so that lexical translation
and dominance probabilities relate directly to the model network structure.
Here \( q \) and \( q' \) are the from-state and to-state for the transition and \( \alpha \) and \( \beta \) are the source and target positions, as before. We also need parameters \( P(q_0'|w', v') \) for the probability of choosing an initial state \( q_0' \) for the subderivation headed by the source word \( w' \) and the target word \( v' \), and parameters \( P(\text{roots}(w_0, v_0)) \) for the probability of choosing \( w_0, v_0 \) as the root nodes of the two trees.

The transition parameters and initial state parameters can be used to generate pairs of synchronized dependency trees starting with the topmost nodes of the two trees and proceeding recursively to the leaves. In our training method, described in §5, we estimate these transition and initial state probabilities from transition counts for derivations that are consistent with training examples.

We can now define the cost of a derivation produced by a dependency transduction model as the sum of all the weights of the head transducer derivations involved. When applying a dependency transduction model to language translation, we choose the target string obtained by flattening the target tree of the lowest cost dependency derivation. To find this optimal derivation, we apply a dynamic programming search. This algorithm can take as input either word strings or word lattices produced by a speech recognizer. The algorithm is similar to those for context free parsing (e.g Earley 1970, Younger 1967).

If, after all applicable transitions have been taken, there are derivations spanning the entire input string or lattice, then the one with the lowest cost is the optimal derivation. When there are no such derivations, we take a pragmatic approach in the translation application and simply concatenate the minimal length sequence of partial derivations with the lowest total cost spanning the entire lattice. A Viterbi-like search of the graph formed by subderivations is used to find this sequence. One of the advantages of middle-out transduction is that robustness is improved through such use of partial derivation islands when no complete derivations are available.

4. Hierarchical alignments

Our training method for head-transducer models only requires a set of training examples. Each example, or \( \textit{bitext} \), consists of a source language string paired with a target language string. The dependency transduction models just described are generative probabilistic models; each derivation generated is a pair of synchronized dependency trees. Such a pair can be represented as a synchronized \textit{hierarchical alignment} of two strings. Our approach to training is to automatically create hierarchical alignments of the source and target strings of each training example and then estimate the parameters of a dependency transduction model from this set of alignments.

A \textit{hierarchical alignment} consists of four functions. The first two functions are an \textit{alignment mapping} \( f \) from source words \( w \) to target words \( f(w) \) (which may be the empty word \( \epsilon \)), and an \textit{inverse alignment} mapping from target words \( v \) to source words \( f'(v) \). The inverse mapping is needed to handle mapping of target words to \( \epsilon \); it coincides with \( f \) for pairs without \( \epsilon \). The other two functions are a \textit{source head-map} \( g \) mapping source dependent words \( w \) to their heads \( g(w) \) in the source string, and a \textit{target head-map} \( h \) mapping target dependent words \( v \) to their head words \( h(v) \) in the target string. An example hierarchical alignment is shown in figure 3. As mentioned earlier \( \epsilon \) is not in the range of \( g \) or \( h \).
A hierarchical alignment is synchronized (i.e., corresponds to synchronized dependency trees) if these conditions hold:

1. Non-overlap: If \( w_1 \neq w_2 \), then \( f(w_1) \neq f(w_2) \), and similarly, if \( v_1 \neq v_2 \), then \( f'(v_1) \neq f'(v_2) \).

2. Synchronization: If \( f(w) = v \) and \( v \neq \epsilon \), then \( f(g(w)) = h(v) \), and \( f'(v) = w \). Similarly, if \( f'(v) = w \) and \( w \neq \epsilon \), then \( f'(h(v)) = g(w) \), and \( f(w) = v \).

3. Phrase contiguity: The image under \( f \) of the maximal substring dominated by a head word \( w \) is a contiguous segment of the target string.

Here \( w \) and \( v \) refer to word tokens not symbols (types). We hope that the context of discussion will make the type-token distinction clear in the rest of this article. The hierarchical alignment in figure 3 is synchronized.

Of course, translations of phrases are not always transparently related by a hierarchical alignment. In cases where the mapping between a source and target phrase is unclear (for example, one of the phrases might be an idiom), then the most reasonable choice of hierarchical alignment may be for \( f \) and \( f' \) to link the heads of the phrases only, all the other words being mapped to \( \epsilon \), with no constraints on the monolingual head mappings \( h \) and \( g \).

## 5. Training method

The training method has four stages: (a) computing co-occurrence statistics from the training data; (b) searching for an optimal synchronized hierarchical alignment for each bitext; (c) recording hypothesized head-transducer transitions which can generate the alignments; and (d) computing a maximum-likelihood head-transducer model from the transition counts.†

(a) **Word correlation statistics**

For each source word in the dataset, assign a cost, the translation pairing cost \( r(w, v, b) \), for all possible translations in the context of a bitext \( b \). Here \( w \) and \( v \) are usually words, but may also be the empty word \( \epsilon \) or compounds formed from contiguous words; here we restrict compounds to a maximum length of two words.

The assignment of these lexical translation pairing costs may be done using various statistical measures. The main component of \( r \) is the so-called \( \phi \) correlation

† In previous work (Alshawi et al. 1998) our training method constructed synchronized alignments in which each head word had at most two dependent phrases. Here the models have greater freedom to vary the granularity of phrase locality.
measure (see Gale & Church 1991) normalized to the range [0, 1] with 0 indicating perfect correlation. In the experiments described in this paper, the cost function $r$ relating a source word (or compound) $w$ in a bitext with a target word (or compound) $v$ is

$$r(w, v, b) = \phi(w, v) + d(w, v, b)$$

where $d(w, v, b)$ is a length-normalized measure of the apparent distortion in the positions of $w$ and $v$ in the source and target strings of $b$. For example, if $w$ appears at the middle of the source string and $v$ appears at the middle of the target string, then the distortion is 0. We have found that, at least for our data, this pairing cost leads to better performance than the use of log probabilities of target words given source words (cf. Brown et al. 1993).

The value used for $\phi(w, v)$ is first computed from counts of the number of bitexts in the training set in which $w$ and $v$ co-occur, in which $w$ only appears, $v$ only appears, and neither of them appear. In other words, we first treat any word in the target string to be a possible translation of any word in the source string. This value is then refined by re-estimation during the alignment optimization process.

(b) Optimal hierarchical alignments

For each bitext there are several possible hierarchical alignments. We wish to find such an alignment that respects the co-occurrence statistics of bitexts as well as the phrasal structure implicit in the source and target strings. For this purpose we define the cost of a hierarchical subalignment to be the sum of costs $r(w, v, b)$ of each pairing $(w, v) \in f$, where $f$ is the (sub)alignment mapping function (§4).

The complete hierarchical alignment which minimizes this cost function is computed using a dynamic programming procedure. This procedure works bottom-up, starting with all possible subalignments with at most one source word (or compound) and one target word (or compound). Adjacent source substrings are then combined to determine the lowest cost subalignments for successively larger substrings of the bitext satisfying the constraints for synchronized alignments stated above. The successively larger substrings eventually span the entire source string, yielding the optimal hierarchical alignment for the bitext.

At each combination step in the optimization procedure, one of the two source subphrases is added as a dependent of the head of the other subphrase. Since the alignment we are constructing is synchronized, this choice will force the selection of a target dependent phrase. Our current (admittedly crude) strategy for selecting the dependent subphrase is to choose the one with the highest subalignment cost, i.e. the head of the subphrase with the better subalignment becomes the head of the enlarged phrase. This strategy has the advantage that badly correlated segments remain near the bottom of the tree where they can cause least harm.

After running this procedure the first time using the initial co-occurrence based values for $\phi(w, v)$, new estimates for $\phi$ are obtained. Recall that the initial estimates for $\phi$ are computed from co-occurrence counts for $w, v$ in bitexts. In the second and subsequent rounds, the $\phi$ values are computed from co-occurrence counts for $(w, v)$ in pairings in the alignments produced by the previous round. The improvement in

† The hierarchical synchronization should constrain the allowable alignments in a beneficial way if this synchronization reflects the distribution of meaning into phrases in both source and target.
the models resulting from this re-estimation seems to stabilize after approximately five to ten rounds.

(c) States and transitions

In this section we explain the construction of head-transducer states and transitions that are consistent with (in the sense of being capable of deriving) the synchronized hierarchical alignment of a bitext. This provides the topology of the transduction network; the weights on transitions are computed later, consistent with a statistical derivation of the alignments for the entire training set.

In order to generalize from instances in the training data, some model states arising from different training instances are shared. In the particular construction we use in the present experiment, for a given pair \((w, v)\) there is only one initial state and one final state. Similarly, intermediate states are shared whenever their incoming transitions differ only in the target position.

To illustrate, for the construction in the special case of an alignment in which all source dependents are to the left of the head and there are no \(\epsilon\) source dependents, the following states and transitions are produced (other cases are similar).

We use a state naming function \(\sigma\) taking a sequence of strings to transducer states. For each source word \(w\) and target word \(v = f(w)\) of the alignment mapping \(f\), construct a state \(q_0 = \sigma(w, v, \text{initial})\) for \((w, v)\). Include a state \(q_{w,v} = \sigma(w, v, \text{final})\) in the set of final states. Then, for each dependent \(w_i', -n \leq i \leq -1\), of \(w\) to the left of \(w\), numbered from right to left (i.e. \(w_{-n}\) is leftmost), construct states \(q_i = \sigma(w, v, w_i', f(w_i'), i)\) and transitions:

\[
\langle q_0, q_{-1}, w_{-1}', f(w_{-1}'), -1, \beta_1 \rangle \ldots
\]

\[
\langle q_{i+1}, q_i, w_i', f(w_i'), i, \beta_i \rangle \ldots
\]

\[
\langle q_{-n}, q_{w,v}, w_{-n}', f(w_{-n}'), -n, \beta_{-n} \rangle.
\]

(Recall that the order of items in this tuple are a from-state, a to-state, a source word, a target word, a source position, and a target position.) The target position \(\beta_i\) is \(-p\) if \(f(w_i')\) is the \(p^{th}\) dependent to the left of \(v\), or \(p\) if \(f(w_i')\) is the \(p^{th}\) dependent to the right of \(v\). If \(f(w_i') = \epsilon\), then \(\beta_i\) can be chosen arbitrarily.

(d) Transition weights

After the construction described above is applied to the entire set of aligned bitexts in the training set, the counts for transitions are treated as event observation counts for a statistical head transduction model. More specifically, they are used as counts for simple maximum likelihood estimation of the model parameters

\[
P(q', w', v', \alpha, \beta | w, v, q)
\]

explained in §3b. For this particular construction, the initial probability \(P(q_0' | w', v')\) is always 1.
6. Experiments

(a) Data sets

The corpora for the experiments reported here consist of human transcriptions of spoken English utterances, paired with their translations. For English-Spanish, the English utterances were air travel information enquiries (NIST 1997), comprising 13,966 training bitexts and 1,185 held-out test bitexts. For English-Japanese, the English utterances were the customer side of actual AT&T customer-operator conversations (from all over the United States)—telephone service enquiries and requests.† There were 12,226 training bitexts and an additional 3,253 bitexts for testing.

Both the Spanish and Japanese translations were carried out by a commercial translation company. Since Japanese text has no word boundaries, we asked the translators to insert spaces between Japanese characters whenever they ‘arose from different English words in the source’. This imposed an English-centric view of Japanese text and counts as a mild annotation of the Japanese.†

(b) Evaluation metrics

In order to be able to reduce the time required to carry out training-evaluation experiments, we have chosen two simple string edit-distance evaluation metrics that can be calculated automatically. These metrics, simple accuracy and translation accuracy, are used to compare the target string produced by the system against the reference human translation from held-out data. Simple accuracy (the ‘word accuracy’ of speech recognition research) is computed by first finding a transformation of one string into another that minimizes the total number of insertions, deletions and substitutions. Translation accuracy includes transpositions (i.e. movement) of words as well as insertions, deletions, and substitutions. We regard the latter measure as more appropriate for evaluation of translation systems because the simple metric would count a transposition as two errors: an insertion plus a deletion. We present our results with both metrics because the difference between them is indicative of the contribution of movement errors. If we write \( I \) for the number of insertions, \( D \) for deletions, \( S \) for substitutions, \( T \) for transpositions, and \( R \) for number of words in the reference translation string, we can express the metrics as follows:

\[
\text{simple accuracy} = 1 - (I + D + S)/R \\
\text{translation accuracy} = 1 - (I + D + S + T)/R
\]

Since a transposition corresponds to an insertion and a deletion, the values of \( I \) and \( D \) will be different in the expressions for computing the two accuracy metrics. For Spanish, the units for string operations in the evaluation metrics are words, whereas for Japanese they are Japanese characters.

† Approximately half the words in the corpus were spoken by customers conversing with human operators; the other half were speaking to an automated operator. The choice of this dataset was motivated simply by the availability of the data rather than by any commercial considerations.

† An alternative would have been to use an automatic Japanese segmentation program.
Table 1. Translation accuracy of trained models on test data

<table>
<thead>
<tr>
<th></th>
<th>simple accuracy(%)</th>
<th>translation accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>English-Spanish</td>
<td>72.2</td>
<td>74.2</td>
</tr>
<tr>
<td>ES-word-for-word baseline</td>
<td>45.2</td>
<td>46.9</td>
</tr>
<tr>
<td>English-Japanese</td>
<td>68.4</td>
<td>72.2</td>
</tr>
<tr>
<td>EJ-word-for-word baseline</td>
<td>37.2</td>
<td>42.8</td>
</tr>
</tbody>
</table>

Figure 4. Examples of correct system outputs

(c) Accuracy on test sets

The simple accuracy and translation accuracy for the test sets described in §6a are shown in table 1.

For comparison, table 1 also includes the accuracy of two simple baseline models, ES-word-for-word for English-Spanish and EJ-word-for-word for English-Japanese. As their names suggest, these baseline models are word-for-word transducers which replace each source word with its most correlated target word in the training data. The translation accuracy of the models given above can be enhanced by combining them with N-gram and cased-based methods to 76.0% for the English-Spanish test and 73.9% for English-Japanese test. These enhancements, and the results of experiments on translating speech recognition lattices, will be described elsewhere.

As might be expected, the increased lexical and ordering divergence between English and Japanese, as compared with English and Spanish, leads to lower translation accuracy in the Japanese case. In both cases, the trained dependency transduction models greatly reduce the error rate as compared with the baseline models.

Figure 4 shows some translation produced by the English-Japanese system (represented as hierarchical alignments) that are correct according to our reference corpus. Figure 5 shows some incorrect translations, with the corpus reference translations beneath. The first shows a transposition problem caused by the system falling back on a word-for-word translation on failing to obtain a spanning derivation; in the second, an unknown word throws the derivation off.

The vocabularies in these experiments are only a few thousand words, the utterances are fairly short (an average of 7.3 words per utterance) and often contain errors typical of spoken language. So while the domains may be representative of
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task-oriented dialogue settings, further experimentation would be needed to assess the effectiveness of our method in situations such as translating newspaper articles. However, the method does produce significantly higher translation accuracy than other automatic training methods we have used, including a case-based edit-distance matching method we developed for other purposes. In terms of the training data required, Tsukada et al. (1999) provide indirect empirical evidence suggesting accuracy can be further improved by increasing the size of our training sets, though also suggesting that the learning curve is relatively shallow beyond the current size of corpus.

7. General remarks

Underlying our translation model are two assumptions about the nature of natural language strings. First, that they decompose hierarchically into contiguous substrings, or phrases. And second that one of the words of a phrase, its head, characterizes how the phrase combines with other phrases. We have also assumed that the decomposition of a string is strongly related to the decomposition of its translation into another language – specifically that the decompositions can be aligned recursively as a synchronized hierarchical alignment.†

These assumptions are the full extent of the a priori linguistic knowledge used to create our statistical translation models. As such, these models lie between the IBM statistical translation models (Brown et al., 1990, 1993) which essentially make no assumptions about linguistic structure, on the one hand, and traditional hand-crafted translation systems, on the other. Incidentally, the hierarchical decomposition embodied in our statistical models seems to result in run-time search algorithms that are one or two orders of magnitude faster than ones based on the non-phrasal IBM statistical translation models. Employing further a priori knowledge, such as a large bilingual lexicon to guide the construction of bitext alignments might improve the accuracy of our models. There is also room for using a priori linguistic knowledge in the selection of head words during training.

† Indeed the assumption that bitext alignments can be synchronized hierarchically can, together with a bilingual corpus, be used as a constraint on discovering monolingual sentence structure.
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Our approach also embodies a difference in philosophy from recent practice in semantic processing of natural language. It may appear at first glance that our method simply ignores the role of semantics in translation. However, since translation is fundamentally a meaning-preserving operation, the assumptions noted above imply we are implicitly basing our translation method on meaning preservation between aligned phrases in a hierarchical decomposition, that is, the familiar hypothesis that natural language strings decompose recursively into meaningful phrases. So rather than ignoring semantics, we have simply avoided artificial meaning representations in favour of the most common natural one. For an empirical approach, this has the advantage of avoiding expensive annotation of natural language strings with artificial representations.

There may also be other, less obvious, advantages: lack of ambiguity is usually cited as the main reason for adopting artificial meaning representations. But agreeing on, and deriving, the ‘correct’ unambiguous artificial meaning representation of a sentence (if indeed the speaker had a specific one in mind) is itself a challenge, often more of a challenge than the task being performed by a natural language processing application. This difficulty was part of the motivation for developing precisely underspecified meaning representations (e.g. underspecified first order logic, Alshawi 1996b). The present work can be seen as a natural extension of that trend, i.e. viewing natural language as a super-underspecified semantic representation; certainly it is not controversial to view it as carrying meaning. We have recently started developing a spoken human-computer interface consistent with this viewpoint to test how well it holds up in an application less language-centric than translation.
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